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PRESIDENT'SMESSAGE

Financial Stability and the Fed

his issue of Region Focus

features a special section

that explores the eco-
nomics profession today; its role
in society, and questions about
its future. Such a discussion is
timely, appropriate, and healthy
for a dynamic discipline that’s
been much in the news lately.
Still, the basic lessons of eco-
nomics endure: Markets tend to
organize economic activity effi-
ciently, and government inter-
vention can sometimes have unexpected and undesirable
consequences.

Given the recent events in the economy, and especially in
financial markets, it’s also useful to draw on research and
experience of the last 30 years. While that body of knowl-
edge provides a solid foundation for policy, the wide-ranging
root causes of disruptions can be difficult to determine.
And when events require swift and direct policy responses
in real time, the job gets even tougher. The Fed’s role as
lender of last resort often faces the institution with difficult
choices when financial disruptions unfold.

In an episode of financial disruption, central bank lend-
ing may prevent a bank run and put off costly closure or
liquidation. (Bank runs occur when depositors fear that a
bank’s assets can’t cover its liabilities, and depositors cash
out en masse.) But if the financial sector is just coping with
deteriorating fundamentals, central bank lending distorts
economic allocations by artificially supporting the prices of
some assets and liabilities of some market participants.
Government support in this latter case can intensify the
“moral hazard” problem inherent in any financial safety net.

Applying this framework to recent policy actions can
help provide some perspective. As the slowdown in housing
markets and the associated decline in home prices began, it
became clear that the securities backed by mortgages
originated in 2006 and early 2007 would perform signifi-
cantly worse than anticipated. This realization affected the
future prospects of any institution or financial instrument
with mortgage-related exposure. The recent instances of
run-like behavior, such as those that afflicted Bear Stearns in
the week leading up to its acquisition, seemed to reflect
increased concern about the quality of these sorts of
financial products. In short, it appeared to be what we
would classify as a deterioration in market fundamentals,
not a liquidity crisis.

Perhaps most important to the current debate is the fact
that market expectations of central bank response in times
of stress can affect the robustness of the system. In the

short-term, governments and central banks may relieve
financial market strains, but the intervention itself may
affect future choices of financial institutions. These new
expectations could make future crises more likely.

If banks and other financial institutions assume central
bank support in the future, then they are less likely to put in
place the necessary and appropriate safeguards. That
assistance interferes with market discipline and distorts
market prices.

If intervention is assumed, then there’s scant incentive
for banks to take costly alternative action to prevent adverse
consequences. But there is an alternative. New research
by economists at the Richmond and New York Fed banks
considers a scenario in which there is absolute certainty
that no government or central bank assistance will be forth-
coming. In such a world, banking contracts would likely
include provisions that allow for suspensions of payment.
These contracts will prevent the type of run that may occur
because of the perceived quality of its assets. This sort of
contract actually has its roots in the 19th century U.S. bank-
ing panics.

The Fed’s lending policy can play a role in the stability of
financial markets. As we learn more about the causes and
nature of financial instability, I believe we should strive
for policy that is informed by lessons about price stability
learned in the 1980s. That’s when the Fed committed
itself to a long-term goal of maintaining a low and stable
inflation rate. We will achieve better outcomes if we can
establish credibility for a pattern of behavior consistent
with that objective.

ﬁ%ﬂ\

JEFFREY M. LACKER
PRESIDENT
FEDERAL RESERVE BANK OF RICHMOND
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FEDERALR ESERVE

The Pragmatic Evolution of the Monetary Standard

The following is an excerpt from The Monetary Policy of
the Federal Reserve: A History by Robert L. Hetzel,
Copyright © Robert L. Hetzel, 2008. Reprinted with the
permission of Cambridge University Press.

The views expressed in this excerpt are those of the
author and not necessarily those of the Federal Reserve
Bank of Richmond or the Federal Reserve System.
Robert Hetzel is a senior economist and policy adviser
in the research department of the Federal Reserve Bank
of Richmond.

<>

ast, horrific disasters marked the 20th century, but
s ; also widespread, beneficent progress. In the first
half, two world wars almost ended Western
civilization. In the second half, democracy spread and living
standards rose. Throughout, monetary instability inter-
acted with social upheaval and political disorder. Inflation
and deflation created feelings of powerlessness in the face
of impersonal forces that promoted a search for scape-
goats. Hyperinflation and depression contributed to the
rise of Nazism in Germany. The stability of the
deutschemark then accompanied the German postwar
growth miracle.

In the United States, deflation and
depression in the 1930s produced a
decade of untold human misery. The
Great Inflation of the 1970s spawned
wage and price controls, which trampled
on due process. The feeling of govern-
ment’s loss of control, symbolized by gas
lines, helped propel Ronald Reagan into
power. After Paul Volcker led the Fed to
accept responsibility for inflation in
1979, an increase in monetary stability
accompanied an increase in economic
stability.

The success of the 21st century will
depend upon how well societies learn
the lessons of the 20th century. The
grand monetary experiment of the last
century was replacement of a gold stan-
dard with a fiat money standard. The
failure of central banks to understand
their new responsibility to provide a
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The Monetary Policy
of the Federal Reserve
A HISTORY

Robert L. Hetzel
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nominal anchor for prices lay at the heart of the spectacular
monetary failures of that century. What nominal anchor and
what monetary standard are in place at the start of the cur-
rent century?

The Volcker-Greenspan Monetary Standard

The US. monetary standard has evolved pragmatically
rather than by conscious design. The current standard arose
out of the consistent effort by the Federal Open Market
Committee (FOMC) under Paul Volcker and Alan
Greenspan to re-anchor inflationary expectations
unmoored by the experience with stop-go policy.
Consistency under duress achieved credibility. Credibility
laid the foundation for the current nominal anchor: an
expectation of low, stable trend inflation unaffected by
macroeconomic shocks.

Something must “anchor” the public’s expectation of the
future value of money. For the gold standard, it was the
commitment to maintain the par value of gold. Under the
gold standard as it existed in the late 19th-century, money
received its value from the Bank of England’s commitment
to maintain in the future a fixed pound price of an ounce of
gold. For the contemporaneous money price of gold to be
viable, the public had to believe that the Bank would main-
tain that value in the future.

To achieve the stability in the expected future price level
requisite for contemporaneous stability of the price level,
the public must believe that the central
bank will behave consistently. Over the
quarter century of the Volcker-
Greenspan era, the Fed did not follow
arule in the sense that it never depart-
ed from consistent procedures for
setting the funds rate. Nevertheless,
the achievement of near price stability
derived from an overall consistency of
behavior that emerged out of an effort
to restore the expectational stability of
the earlier commodity standard.

Stop-Go Monetary Policy and

the Loss of a Nominal Anchor

Experience with a commodity standard
created an expectation of price stability
that persisted into the second half of the
20th century. The primacy attached to
price stability by the early William
McChesney Martin FOMC sustained




that expectation into the 1960s. Subsequently, stop-go policy
opportunistically exploited it and, in time, destroyed the
nominal anchor provided by the expectation of price stability.

Keynesians emphasized discretionary manipulation of
aggregate demand. Because they assumed the existence of
an inertia in inflation independent of monetary policy, they
believed that subject to the inflation-unemployment trade-
offs of the Phillips curve, the central bank could manipulate
aggregate nominal demand to smooth fluctuations in real
output. The exercise of discretion destroyed the prior
nominal expectational stability.

Sherman Maisel, a member of the Board of Governors
from 1965 until 1972, expressed the Keynesian view in 1973:

There is a trade-off between idle men and a more stable
value for the dollar. A conscious decision must be made as to
how much unemployment and loss of output is acceptable in
order to get smaller price rises. Some price increases origi-
nate on the cost side or in particular industries. These cannot
be halted by monetary policy, which acts principally on the
overall aggregate demand for goods and services. ... [Elxperi-
ence ... shows that without some

for wage and price controls as the price of stimulative mon-
etary policy. In their absence, inflationary expectations,
Burns contended, would counter the stimulative effects of
expansionary policy. On Aug. 15, 1971, Nixon delivered the
controls Burns wanted and Burns obliged with expansionary
monetary policy.

Charles Walker, treasury undersecretary, later summa-
rized the forces leading the Nixon administration to adopt
wage and price controls:

[IInflationary expectations ... began to come back on us
last winter after we had them under some control. Interest
rates were going down, and then {they} shot back up
again. ... {L]abor tended to leapfrog into the future and get
three-year contracts to guard against additional inflation.
Inflationary expectations are what really got us.

Keynesian aggregate demand management relied on iner-
tia in actual and expected inflation as the lever with which
increases in aggregate nominal demand lowered unemploy-
ment. By the end of the 1970s, that apparent inertia

disappeared. The public’s response

type of government intervention in
the price-wage bargains struck by
labor and industry, the trade-off
between inflation and unemploy-
ment is unsatisfactory.

Starting with the Kennedy and
Johnson appointments to the
Board of Governors, Keynesian
views became increasingly preva-
lent within the FOMC. According
to these views, monetary policy
should aim for full employment,
almost universally assumed to

To achieve the stability in
the expected future price
level requisite for
contemporaneous stability
of the price level, the public
must believe that the
central bank will behave
consistently.

to price controls offered an early
example. Initially, their imposi-
tion did assuage inflationary fears
and permit stimulative monetary
policy. However, as George Shultz,
treasury secretary in the Nixon
administration, wrote in 1978:

Once the suspicion of perma-
nence sets in, gamesmanship
develops between the private and
public sectors. It becomes apparent
that the

not a one-way street in which the

controls process is

occur at a 4 percent unemploy-
ment rate or less. This figure benchmarked potential output.
By 1970, elimination of the resulting presumed negative out-
put gap (actual minus potential output) became a national
and an FOMC objective. Furthermore, a nonmonetary view
of inflation led the FOMC to believe that monetary policy
could be stimulative without increasing inflation as long as
the output gap was negative. The inflation that did occur
with unemployment in excess of 4 percent had to arise from
cost-push inflation. Failure to accommodate such inflation
would require high unemployment.

The loss of expectational stability began in 1966 when
the FOMC, unlike 1957, did not move in a sustained way to
eliminate nascent inflation. Bond yields began a long, irreg-
ular climb to the low double-digit figures reached in the
early 1980s. They fell briefly during the 1970 recession but
resumed rising in spring 1971. The Nixon administration
wanted rapid money supply growth to stimulate output suf-
ficiently to reduce the unemployment rate to 4.5 percent by
summer 1972. Arthur Burns, FOMC chairman, campaigned

government does something to the
private sector; rather, it is a two-way street, with the
government taking an action, the private sector reacting to
it, the government reacting in turn, and so forth. It is a
continual process of interplay and interrelations through
which those “controlled” develop ways of doing whatever
they really want to do.

Apart from wartime, before 1965, the United States had
never experienced sustained high inflation. Experience with
a commodity standard had conditioned the public to expect
stationarity in prices. However, the sustained rise in infla-
tion produced by stop-go monetary policy changed
expectations. As the public learned that policy did not pro-
vide for stationarity in either the price level or the inflation
rate, an increase in expected inflation increasingly offset the
stimulative effect of the expansionary policy followed in the
go phases of stop-go policy. By 1979, the Fed found itself
operating in the world described by Robert Barro and David
Gordon (in 1983) and Finn Kydland and Edward C. Prescott
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(in 1977) where the public believes that the central bank
possesses an incentive to raise inflation to lower unemploy-
ment below its sustainable value. Forward-looking
expectations on the part of the public offset the stimulative
effect of monetary policy on the unemployment rate.

Herbert Stein, Council of Economic Advisers chairman
in the Nixon administration, foresaw in 1974 the environ-
ment that Volcker inherited upon becoming FOMC
chairman in 1979:

If policy or external events slow down the growth of
demand, price and wage increases abate little if at all, as every-
one is looking across the valley to the next surge of inflation.
Because price and wage increases persist at a high rate employ-
ment suffers, and governments are driven or tempted to prop
up demand, validating the expectation of continued or ever-
accelerating inflation.

In 1980, Paul Volcker observed:

[TThe idea of a sustainable “trade-off” between inflation
and prosperity ... broke down as businessmen and individuals
learned to anticipate inflation, and to act in this anticipa-
tion.... The result is that orthodox monetary or fiscal
measures designed to stimulate could potentially be thwarted
by the self-protective instincts of financial and other markets.
Quite specifically, when financial markets jump to anticipate
inflationary consequences, and workers and businesses act on
the same assumption, there is room for grave doubt that the
traditional measures of purely demand stimulus can succeed in
their avowed purpose of enhancing real growth.

Alan Greenspan made the same point in congressional
testimony in 1993:

The effects of policy on the economy depend critically on
how market participants react to actions taken by the
Federal Reserve, as well as on expectations of our future
actions. ... [T}he huge losses suffered by bondholders during
the 1970s and early 1980s sensitized them to the slightest
sign ... of rising inflation. ... An overly expansionary mone-
tary policy, or even its anticipation, is embedded fairly soon
in higher inflationary expectations and nominal bond yields.
Producers incorporate expected cost increases quickly into
their own prices, and eventually any increase in output
disappears as inflation rises.

A New Nominal Anchor

By summer 1979, the United States had lost the nominal
anchor provided by a residual expectation of inflation
stationarity. The bond rate fluctuated widely at a level that
exceeded 10 percent until December 1985. The persistent
effort to change the inflationary expectations of the public,
unmoored in the prior period of stop-go monetary policy,
formed the crucible in which Volcker and Greenspan forged
a new monetary standard. At the time, the change to a
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preemptive policy of raising the funds rate in the absence of
rising inflation engendered fierce criticism. The abandon-
ment of aggregate-demand management in favor of
stabilizing inflationary expectations was a departure for
unknown shores.

Volcker and Greenspan had to reduce the expectation of
high inflation manifested in the high level of bond rates.
Furthermore, financial markets had come to associate infla-
tion shocks (relative price shocks that pass through to the
price level) and positive growth gaps (above-trend real out-
put growth) with increases in trend inflation. After the
initial disinflation that brought inflation down to 4 percent
in 1983, the FOMC still had to convince markets that a go
phase would not follow a stop phase. It had to forego expan-
sionary policy early during economic recovery when
inflation had fallen but unemployment had not yet returned
to full employment. The Volcker-Greenspan expected-infla-
tion/growth gap policy emerged in 1983 when the FOMC
raised the funds rate in response to rising bond rates despite
the existence of high unemployment and falling inflation.
Greenspan reconfirmed the policy during the “jobless recov-
ery” from the 1990 recession when the FOMC lowered the
funds rate only gradually to work down the inflationary
expectations embodied in long-term bond rates.

As a consequence of responding to the increases in bond
rates produced by positive growth gaps, the FOMC replaced
an output-gap target with a growth-gap indicator. It raised
the funds rate in response to sustained above-trend growth
rather than waiting until a perceived negative growth gap
approached zero and inflation rose. The more expeditious
movement in the funds rate eventually convinced markets
that the FOMC would keep real growth in line with poten-
tial growth promptly enough to prevent increases
in inflation. As a result, in response to shocks, market
participants began to move the forward real interest
rates embodied in the yield curve continuously in a way
effectively estimated to return real output to potential. The
alternation of intervals of stimulative and restrictive mone-
tary policy disappeared. Ironically, allowing the price system
to work rather than attempting to improve upon it produced
more rather than less economic stability. RF
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or an economist, the word “productivity” can have
Fseveral meanings. But if you're reading about productiv-
ity in your daily newspaper, you're probably reading about
“labor productivity.” It is defined as the average value of out-
put produced for every hour worked by the nation’s
employees. It is the most widely used measure of the overall
productivity of the economy. However, as a measure, labor
productivity is a blunt tool: It can show us the trends in pro-
ductivity, but it can’t tell us much about how those trends
came about.

To understand what labor productivity measures,
consider the example of an aluminum factory that produces
$1,000 worth of aluminum a day, and
employs 10 workers who each work 10-
hour days. Note that the number of labor
hours that go into producing that alu-
minum each day is 100. Dividing the value
of the aluminum produced by the number
of labor hours required to produce it
yields the labor productivity — in this
case, $10 an hour.

In the United States, economy-wide
labor productivity is measured by the
Bureau of Labor Statistics (BLS) and figures released every
quarter. These data are closely followed by stock markets
and policymakers. Since labor productivity growth is an
indicator of economic growth, the growth of labor produc-
tivity over the previous quarter is particularly important.

One way a firm can improve labor productivity is
through increasing the amount of capital they invest per
worker. This is called “capital deepening.” Capital is com-
prised of plant and equipment, so capital deepening can be
achieved through expanding plant size or buying more
equipment. With more capital to work with, workers can
produce more and this could lead to higher firm revenues.
(Of course, there are limits to the labor productivity growth
that this can achieve as there is a limit to the amount of
capital each worker can efficiently utilize.)

A second measure of productivity, called “total factor
productivity” — or TFDP, for short — is a broader measure.
TFP takes into account the amount of capital employed in
production in a more explicit way by measuring the produc-
tivity of the combination of labor and capital. When TFP
rises, labor productivity rises as well. The reverse, however,
is not necessarily true.

TFP can be viewed as a measure of the level of overall
technology in an economy. We often think of technology as
it pertains to items such as computers and cars, for instance.
One might be tempted to think of TFP in the same narrow

JARGONALERT
Productivity

BY KHALID ABDALLA

terms. However, economists discuss TFP in broader terms,
and define it as being comprised of all factors other than
labor and capital affecting production. TFP can be influ-
enced by elements such as the regulatory environment,
managerial talent, as well as those more traditionally associ-
ated with technology such as the level of sophistication in
equipment designs.

From 1996 to 2006, economists recorded a significant
rise in the growth of labor productivity in the United States.
According to a 2007 study by the Congressional Budget
Office, between 1996 and 2006 the average rate of annual
labor productivity growth was 2.9 percent, compared to an
average rate of 1.4 percent from 1974
to 1995.

In recent years, labor productivity
growth has been largely driven by
robust TFP growth. But the sources of
this high TFP growth are hard to pin-
point. One theory attributes the
acceleration in TFP growth between
2001 and 2006 to the boom in informa-
tion technology (IT) investment in the
1990s. These investments provided
firms with an immediate labor productivity boost due to the
effects of capital deepening. After that initial period, firms
may have developed better business practices tied around
the new IT capital. These new practices could have led to an
increase in the growth rate of TFP, which in turn, translated
into higher labor productivity growth in the post-2001
period.

‘While labor productivity growth was strong for much of
the preceding decade, the future trajectory of labor produc-
tivity growth remains to be seen. Future trends in labor
productivity are particularly important because of the direct
relationship between labor productivity and labor compen-
sation. In the long run, economic theory predicts that wage
growth will follow labor productivity growth. The intuition
behind this is simple: If workers are producing more, then
firms will have to increase wages to compensate workers for
their increased productivity.

However, there is debate about whether this relationship
between wages and productivity actually holds in practice.
Some point to studies which show that U.S. wage growth has
been lagging productivity growth since the mid-1970s.
Others counter by pointing out that, among other things,
many of these studies examine only growth in take-home
pay, and fail to take into account growth in the levels of non-
cash benefits (such as employer-provided health care) which
often constitute a major part of worker compensation. RF
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RESEARCHSPOTLIGHT

Does Unemployment Insurance Discourage Work?

BY KHALID ABDALLA

stablished under the Social Security Act of 1935,
Eunemployment insurance (U]) is one of the largest

government labor programs in the United States. In
most states, UI programs replace 50 percent of a claimant’s
preunemployment wage up to a maximum benefit level for
up to six months. In a new paper, economist Raj Chetty
of the University of California at Berkeley presents an eval-
uation of the efficiency of the Ul system.

Chetty begins his paper by noting, “One of the classic
empirical results in public finance is that social insurance
programs such as unemployment insurance reduce labor
supply.” Various studies have

increases in unemployment durations are due to both the
liquidity and moral hazard effects. Determining the ratio of
the two effects in raising unemployment durations under UI
determines the extent to which UT is optimal.

“To the extent that it is the liquidity effect, UI reduces
the need for agents to rush back to work because they have
insufficient ability to smooth consumption; if it is primarily
the moral hazard effect, UI is subsidizing unproductive
leisure,” Chetty writes.

Chetty takes advantage of changes in benefit levels across
U.S. states to compare the effect of changes in benefit levels
on the unemployment durations

found that a 10 percent increase in
UI benefits is associated with
increases in the average duration
of unemployment of between 4
percent and 8 percent. The long-
established explanation for this
finding is that Ul benefits create
an incentive for workers to remain

“Moral Hazard versus Liquidity and
Optimal Unemployment Insurance”
by Raj Chetty. fournal of Political
Economy, April 2008,
vol. 116, no. 2, pp. 173-234.

of constrained and unconstrained
households. He finds that a 10
percent increase in Ul benefits is
associated with a 7 percent to 10
percent increase in unemploy-
ment durations within the
constrained group. On the other
hand, the unconstrained group is

unemployed. This incentive stems
from the fact that receipt of UI benefits is conditional on a
worker remaining unemployed. In the language of econom-
ics, UI benefits are said to induce “moral hazard” among
workers. Such behavior is welfare-reducing — making it
undesirable from a policy perspective.

However, Chetty argues that the standard view of the UI
program overstates the effect of moral hazard. He argues
that UI does not increase unemployment durations solely
due to moral hazard. Rather, there is a second channel
through which UI causes longer unemployment durations:
the “liquidity effect.” The liquidity effect is directly tied to
the observation that many workers have limited liquid net
worth at the time of job loss. These workers are unable to
“smooth consumption” over the course of their unemploy-
ment. Instead, they have to make cuts in their expenditures,
some of which might prove quite difficult. As a result, liq-
uidity constrained workers face greater pressure to quickly
find employment than unconstrained workers.

Receipt of UI benefits, however, improves constrained
workers’ liquidity, allowing them to more easily smooth con-
sumption. Consequently, they may spend more time looking
for jobs that match their particular skills. In contrast to the
moral hazard effect, the liquidity effect is socially beneficial.

If private credit and insurance markets were free of dis-
tortions, then liquidity constrained workers could tap them
for liquidity. However, when private market imperfections
exist, the Ul program can fill the gap by providing
liquidity to constrained workers. In such a case, Ul-induced
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far less affected by increases in
benefit levels. The fact that there is a differential between
the constrained and unconstrained groups indicates that the
liquidity effect is in play.

However, Chetty notes that while this result is indicative
of the existence of a liquidity effect, it doesn’t reveal its mag-
nitude. To determine the magnitude of the liquidity effect,
Chetty turns to another type of unemployment compensa-
tion: lump-sum severance payments. The effect of
lump-sum payments on unemployment durations is entirely
due to the liquidity effect. This is because receipt of the
payment is not conditional on the worker remaining unem-
ployed. Therefore, lump-sum payments do not induce moral
hazard. He finds that workers who received lump-sum pay-
ments had longer unemployment durations than those who
didn’t receive the payments. Because moral hazard is
unlikely to be driving this difference, Chetty concludes that
the liquidity effect is the cause.

He writes, “Using data from the United States, I estimate
that the liquidity effect accounts for 60 percent of the
marginal effect of Ul benefits on durations at current
benefit rates. This estimate implies that a benefit equal to
50 percent of the preunemployment wage is near optimal in
a Ul system that pays constant benefits for six months.”

Chetty’s findings are at odds with much of the previous
literature on unemployment insurance. His provocative
paper will likely stimulate further research on this important
topic, research that will be of interest to academics and
policymakers alike. RF
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New Farm Bill Extends Menu

your life that the new farm bill won’t affect in one way
or another. Everybody eats at this table.

The Food, Conservation and Energy Act of 2008, passed
despite a presidential veto in May, will require about
$307 billion to pay for its “programs, plans, institutes, part-
nerships, initiatives, assistance, authorities, grants, and
opportunities.” The biggest chunk, $209 billion, will go
toward nutrition programs. It tweaks the food stamp
program and changes its name, provides fresh fruits and
vegetables for poor children who receive government-
funded school lunches, and doubles money for the federal
purchase of commodities such as cheese.

There is $35 billion for various supports to commodity
farmers, keeping the 1930s-era subsidy structure mostly
intact. And the bill authorizes $25 billion for conservation,
according to the Congressional Budget Office.

Farmers in the Fifth District raise livestock and grow cot-
ton, soybeans, and corn, as well as a wide range of specialty
crops like sweet potatoes. In North Carolina, livestock
(broilers and hogs mostly) makes up two-thirds of all
agricultural production. Horticulture and greenhouse pro-
duction round out the state’s agricultural picture.

For the first time, fruit and vegetable growers will get
federal help with marketing efforts and the safe handling of
products. The United States Department of Agriculture also
will spend new money on fresh food from local farms for
school lunches. There’s also money in this bill to market
local and organically grown food. In an example of how
far the bill ranges beyond the farm, money will also go to
install broadband in remote areas and to lend money to rural
businesses.

The bill’s continued subsidy system disappoints agricul-
tural economists who track farm policy, like David Orden, of
the Global Issues Initiative of Virginia Tech’s Institute for
Society, Culture and Environment. After all, the idea behind
the 1996 “Agricultural Market Transition Act” was to reduce
subsidies. Tobacco farmers’ quotas were eventually bought
out, ending that industry’s federal support. (See Region Focus,
summer 2005.)

“[It keeps] the direct payments, some $5 billion in pay-
ments,” Orden says. The payments are controversial because
crop farmers are currently reaping high commodity prices.
But livestock farmers, of course, face rising feed costs.

Current farm income is about 50 percent higher than its
10-year average, says agricultural economist Barry Goodwin
of North Carolina State University. The value of agricultural
assets has risen over the past decade, contributing to
agricultural landowners’ wealth. Average farm household net

I t’s hard to come up with an example of something in

BY BETTY JOYCE NASH

worth was almost $900,000 in 2006, yet there was no limit
placed on adjusted gross income for payment eligibility,
Goodwin notes. The Environmental Quality Incentives
Program (EQIP) will get $3.4 billion more, a 27 percent
increase. The money goes to farmers who use environmen-
tally safe practices. Chesapeake Bay farmers will receive
$88 million a year, double the current funding, for a wide
range of conservation efforts to staunch runoff and its
ensuing damage.

Other pieces of the bill include grants and loans for rural
water and sewer systems, farmers markets, and agricultural
research. And, for asparagus farmers, $15 million to compen-
sate for losses due to competition from imports.

The energy industry will burn through $320 million in
loan guarantees for biorefineries that use products such as
switchgrass, corn husks, and cobs. While the bill reduced
the tax credit for ethanol blenders by six cents, it extended
the tariff on biofuel imports, like sugar-based ethanol from
Brazil. There’s even money to buy and store sugar from U.S.
growers for biofuel — never mind that sugar could be
bought for half the price if not for import barriers and
domestic production controls.

Such provisions worry Orden because the bill contains
little to position the United States favorably for a future
Doha round of World Trade Organization talks, which broke
down in July over tariff disputes. For instance, the WTO has
challenged the direct payments program because it forbids
farmers from planting fruits and vegetables on land removed
from production. A recent ruling in a case brought by Brazil
against the U.S. cotton program determined that such a pro-
hibition was not consistent with WTO subsidy rules.

A new plan that covers commodity crops would cushion
participating farmers against low yields and falling prices.
But the plan, the Average Crop Revenue Election (ACRE),
could prove expensive. It would pay out when revenues for a
particular crop in a state fall below a trigger amount. That
amount will be calculated based on a moving average of prior
years using national-average prices and state-level yields. In
2006 and 2007, commodity prices reached record levels, so
future payouts could be huge.

On the research side, the bill creates the National
Institute of Food and Agriculture, and authorizes
$78 million to study organic food production. There’s also
$22 million to help farmers switch to organic farming and
money to train farmers and ranchers who are disadvantaged
or just starting out.

It’s a lavish soup-to-nuts buffet that expands the reach of
traditional farm bills. Agricultural policy will never be just
meat and potatoes again. RF
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harlotte’s new light rail line, a rarity in sprawling south-

eastern cities, is rolling like a juggernaut. In a case of
perfect timing, Charlotte’s 9.6 mile Lynx Blue Line opened
as gas prices climbed, in November 2007. It has exceeded
passenger forecasts by 40 percent so far.

Pump prices have prompted a 2.8 percent national decline
in vehicle miles traveled so far this year. In fact, an analysis by
Cambridge Energy Research Associates suggests that, if
petroleum prices stay at or near current levels, gasoline
demand in the United States may have peaked. Consumers
are driving less and are also choosing more fuel-efficient cars
based on gasoline prices that began rising two years ago. Car
sales in the United States have declined since mid-2005, and
hybrid vehicle sales have increased by more than a third from
2006 to 2007.

Another byproduct of higher fuel prices is that more
riders are seeking out public transportation. The Greater
Richmond Transit Corporation (GRTC) reports that more
suburban dwellers are riding the bus. Vanpools have also
become more popular. Last April, nearly 3,000 more people,
15 percent more, rode vanpools than in April 2007, according
to the GRTC. And in Norfolk, Va., 32 percent more people
rode the bus in the first quarter of 2008 than in the same
period in 2007. The city broke ground on its light rail project
last fall.

Charlotte’s rail line has become a model. “Since we have
opened, from December [2007] through the end of April, we
are averaging daily about 13,000, just during the week,” says
Jean Leier, spokesman for the Charlotte Area Transit System
(CATS). The light rail system in Baltimore had almost
17 percent more riders in the first quarter of 2008 than it did
in that quarter of 2007.

‘While this spark of public interest may help the benefit
side of the public transportation ledger, light rail remains a
heavily subsidized way to travel. Light rail is tough for econ-
omists to accept because these systems cost big money to
build, money that typically comes from all taxpayers through
federal grants as well as state and local taxes.

Public transportation doesn’t pay for itself. “Even if every
person in a city rode light rail, the subsidy rate per rider
would still greatly exceed that of the automobile because
the fares for light rail cover only about 2§ percent
of the operating cost of an additional passenger — the
remaining 75 percent is subsidized,” says Thomas Garrett, an
economist at the St. Louis Fed who has studied light rail
transportation.

Part of the problem is that driving has seemed cheap by
comparison. But drivers don’t pay the full cost of that either.
They do pay federal and state gas taxes if they drive, and that
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The Charlotte Area Transit System’s Lynx light rail line bas
exceeded its ridership projections by 40 percent since it opened
in November 2007.

helps fund highway construction and maintenance. Yet driv-
ing involves hidden costs. Drivers pay in fuel, time, and car
depreciation, but not costs imposed on others such as pollu-
tion and congestion. That leads to a higher-than-optimal
number of cars on the road much of the time.

Many midsized cities were developed on the assumption
that car use would remain prevalent, and it’s been hard to
design and implement successful rail projects. Charlotte
planned commercial projects around its proposed rail line.
“There is alot of density being built around the line,” Leier
says, mixed-use developments as well as entertainment ven-
ues. The Time Warner Cable Arena, home of the Charlotte
National Basketball Association franchise the Bobcats, sits
adjacent to the Blue Line. The Courtside, a 17-story building
less than two blocks from two light rail stations, has sold out
its 107 residential units. Other projects are under way:.

Norfolk’s light rail route will serve the Eastern Virginia
Medical Center through the downtown, with stops at
Harbor Park, the minor league baseball stadium, among
others. Private developers are responding with transit-
oriented project proposals, says James Toscano, spokesman
for Hampton Roads Transit.

For the people in Charlotte and Norfolk, these light rail
projects offer a convenient alternative to driving and park-
ing. In general, the benefits of light rail projects like these are
concentrated, with the costs dispersed among many, many
taxpayers, according to Garrett and co-author Molly
Castelazo: “The many who stand to lose will lose only a
little, whereas the few who stand to gain will gain a lot.”

— BETTY JoYCE NASH

nergy firms have pumped up natural gas and oil explo-
ration in fossil-fuel rich West Virginia because of rising
fuel prices and improved drilling technology.
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“There’s lots of excitement among major players,” says
Charlie Burd, executive director of the Independent Oil and
Gas Association of West Virginia.

Potential for natural gas within a layer of rock called the
Marcellus shale has further fueled that excitement.
Dominion has rights to drill on about 1.9 million acres, and
has leased about 205,000 of those acres in West Virginia and
western Pennsylvania to Antero Resources Corp. for $552
million and a 7.5 percent royalty. Chesapeake Energy Corp.
in 2005 bought Columbia Natural Resources, a natural gas
exploration firm with assets in Appalachia, for $2.9 billion.

This Marcellus shale formation begins in New York and
extends through Pennsylvania down the eastern spine of the
Appalachian Mountains. It holds natural gas that, until
recently, was considered too expensive to extract. But yields
from a similar formation in Texas has focused attention on
this West Virginia shale.

A geologist with the West Virginia Geological
and Economic Survey, Lee Avary, is fielding double the
usual information inquiries from energy firms and many
landowners, curious about drilling rights contracts they’re
being offered.

This untapped natural gas is good news because the state
lies so close to the large Northeast markets, Avary notes.
Appalachian natural gas is typically shipped to northeastern
utility companies, while its oil is shipped south for refining.
Another way to gauge increased activity is to count oil and
gas rigs. They’re expensive, and volatile prices make the
drilling rigs hard to plan and place. West Virginia had
32 rigs by the end of 2007, compared to 14 at the end of
2000, according to Baker Hughes, a petroleum industry
services firm.

In the Mountain State’s early history, oil and natural gas
was a complete mystery — a nuisance, in fact — for salt
miners. A candle flame could cause gas “vents” to flare, and
these “burning springs” were described by Thomas Jefferson
as early as 1781. Deeper drilling yielded oil, and by 1859, 200
barrels a day came out of the ground. Oil production peaked
at 16 million barrels in 1900.

In 2006, West Virginia produced about 200 billion cubic
feet of natural gas and 1.6 million barrels of oil.

— BeTTY Joyce NAsH

ave you ever gotten to the grocery store only to realize
that the fresh fruits and vegetables weren'’t so fresh?
That’s just one of many reasons people have become
“locavores,” adopting a lifestyle of buying and eating locally
grown produce.
Though the definition of “local” varies, it typically
describes food grown within a radius of 50 to 150 miles.
These foods are becoming easier to find. In 1994, there

The spinach growing in the foreground won’t bhave far to go
once it’s ready to harvest — Trail’s End Farm in Montpelier,
Va., ships only within a 30-mile radius.

were 1,755 farmers markets in the United States; by 2006,
that number had reached 4,385. Ellwood Thompson’s Local
Market in Richmond, Va., sells produce within 24 to 48
hours of harvest. Customers know its origin, and farmers
aren’t forced to use as many preservatives since they ship
locally.

Trail’s End Farm, owned and operated by Sherri Cantrell
and her family, is located in Montpelier, Va. One of its
biggest challenges is keeping up with demand. “If you grow
it, you can sell it,” she says.

It’s hard to talk about eating locally without addressing
the perception that it is better for the environment. While
that’s a popular way of thinking, it’s not always true. A recent
article by Carnegie Mellon University economists
Christopher Weber and H. Scott Matthews found that
83 percent of carbon emissions associated with food are
from the production phase, while transportation represents
only 11 percent.

However, travel distance affects not only the environ-
ment but also food quality. Food may travel 1,500 miles
before it lands on your dinner table, says Nancy Creamer
of North Carolina State University. Buying locally may
create jobs within the farming and food sectors, and keep
potential revenue within a community.

At a 2007 Virginia Food Security Summit in
Charlottesville, Kenneth Meter, president of the Crossroads
Resource Center, reported that Virginians spend $8.9 billion
on food imported from outside the state. If the state was
able to increase purchases from local farms by just 15 per-
cent, Virginia farms could earn $2.2 billion of new income.

Matt Benson, an economist with the Virginia
Cooperative Extension, says the trend of buying and eating
locally will continue, but its success hinges on creating sys-
tems that benefit both farmers and consumers. “If we could
get area restaurants to buy from local farmers, that would be
a start,” Benson says.

Though it’s difficult to name one specific reason eating
and buying locally has become more popular, one thing is for
sure: It’s hard to beat the freshness factor. With the rise of
farmers markets, it’s becoming easier than ever to enjoy the
“local flavor.” — JULIA RALSTON FORNERIS
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The Costs and Benefits of Disclosure

BY BETTY JOYCE NASH AND KHALID ABDALLA

“Should Bank Supervisors Disclose Information About Their
Banks?” Edward Simpson Prescott, Federal Reserve Bank of
Richmond Economic Quarterly, Winter 2008, vol. 94, no. 1,

pp- 1I-16.

ank supervisors monitor banks for “safety and sound-
Bness.” If investigations detect problems, supervisors
can act to reduce a bank’s risk, which protects taxpayer lia-
bility. The supervisors collect, on- and off- site, a wide body
of information, such as details on problem loans. They use
this information to rate banks, and results remain private
and confidential as required by regulatory policy.

Why not let banks voluntarily disclose or require super-
visors to share useful information that, incidentally, costs
about $3 billion (in 2005) to collect? So if banks could
disclose their risk ratings, would better information lead to
more efficient market prices of bank securities and avoid
costly, duplicate collection efforts?

Richmond Fed economist Ned Prescott built a model
to investigate whether there was a good reason to require
disclosure. He found that public disclosure of bank ratings
by supervisors can create an incentive for banks to withhold
information so they can get better ratings and gain market
favor. So, mandatory disclosure may hurt the ability of the
supervisor to collect that information in the first place.
(In the model, allowing banks to make exam results public is
the same as requiring a supervisor to share the information.)
Prescott also shows that allowing a bank to voluntarily
disclose its exam report is no better. If a bank did not
disclose its report voluntarily, the markets would assume it
withheld the information because it had a bad rating since,
if it had a good rating, it would have disclosed the informa-
tion. As aresult, voluntary disclosure can impair supervisors’
ability to gather information in the same way that
mandatory disclosure can — by creating incentives for
banks to withhold it. His findings demonstrate that there
are good reasons for supervisors not to share some of this
information.

“What Is the Optimal Inflation Rate?” Roberto M. Billi and
George A. Kahn. Federal Reserve Bank of Kansas City
Economic Review, Second Quarter 2008, pp. 5-27.

he Federal Reserve Act calls on Fed policymakers to
maintain price stability and maximum employment.
The optimal long-run inflation rate is the rate that best
fulfills this dual mandate. Kansas City Fed economists
Roberto Billi and George Kahn argue in a new paper
that for the Fed to carry out its mandate, its long-run

ReEcioN Focus * SPRING/SUMMER 2008

inflation target cannot be zero percent per year.

According to the authors, if the inflation rate is at zero
percent, an adverse shock could easily push the inflation rate
below zero. A negative inflation rate — known as deflation
— can be particularly harmful to an economy. A positive —
but low — inflation rate could serve as a buffer against any
adverse shocks that could push the inflation rate into defla-
tionary territory.

The authors cite studies that show an upward bias of as
much as 1 percent in the Consumer Price Index annual infla-
tion rate and as much as 0.6 percent in that of the Personal
Consumption Expenditures (PCE) price index. As a result,
an annual inflation rate of zero percent as measured by these
indices would mean that the economy is undergoing a defla-
tion. Billi and Kahn note that when the inflation rate is very
close to zero, the federal funds rate is likely to be near zero
as well. Thus, the ability of the Fed to lower the federal funds
rate would be restricted. This could constrain the Fed’s abil-
ity to stimulate a slumping economy:.

With these issues in mind, Billi and Kahn use a macro-
economic model of the US. economy to calculate the
optimal annual inflation rate. They find that the optimal
annual inflation rate is between 0.7 percent and 1.4 percent
when measured using the PCE price index. This estimate is
lower than previously published estimates that had specified
the optimal annual inflation rate to be about 2 percent.

“How Do EITC Recipients Spend Their Refunds?” Andrew
Goodman-Bacon and Leslie McGranahan. Federal Reserve
Bank of Chicago Economic Perspectives, Second Quarter 2008,

pp- 17-32.

irst introduced in 1975, the Earned Income Tax Credit
(EITC) is one of the largest federal government assis-
tance programs targeted to lower-income households.
Designed to encourage work force participation, the pro-
gram distributed $40 billion to 22 million families in 2004.
In a new study, Chicago Fed economist Leslie
McGranahan and former associate economist, Andrew
Goodman-Bacon, investigate the spending patterns of
EITC-eligible households during February and March, the
period in which EITC benefits are disbursed. The authors
found that these households increase relative average
monthly spending on vehicles in February by 35 percent rel-
ative to non-EITC families. The EITC families also spent
more on other transportation costs. “Given the crucial role
of access to transportation in promoting work, this leads to
the conclusion that recipient spending patterns support the
program’s prowork goals,” the authors conclude. RF
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Unsteady State

The ongoing evolution of mainstream economics

BY DOUG CAMPBELL

n the spring of 2003, a dozen economists quietly gath-
ered in a hotel conference room in downtown St. Louis
to talk about the state of their profession. They shared
a general malaise. In their view;, academic economics had
become too narrow and too rigid, and scholarly articles too
abstract, technical, and disconnected from the real world.

“We had a sense that economists were failing in an impor-
tant sense to bring economic insight to bear on public
understanding and public policy,” recalls Dan Klein, a
professor at George Mason University in Fairfax, Va., who
organized the gathering.

Out of this meeting was born a new economics journal —
Econ fournal Watch, with its premiere issue in 2004.
Published three times a year and edited by Klein, the journal
consists mainly of refereed “Comments” essays that critique
articles in other economics journals, sometimes questioning
their data, other times their premises or their logic. The
stated mission is to watch “the journals for inappropriate
assumptions, weak chains of argument, phony claims of
relevance, and omissions of pertinent truths.”

To be clear, Klein and his fellow journal organizers belong
to a specific ideological strain. (And there are plenty in the
profession who do not share their malaise. After all, the
mainstream is still, well, “the mainstream.”) Klein calls them
the “Smith-Hayek-Friedmans,” after Adam Smith, author of
The Wealth of Nations and generally regarded as the founding
father of economics; Friedrich Hayek, a Nobel Prize winner
known for his defense of free markets and contributions to
what became known as the “Austrian School” of economics;
and Milton Friedman, another Nobel Prize winner whose
work became synonymous with the neoclassical “Chicago
School” and whose essays galvanized public interest in eco-
nomic principles.

Those who follow in this tradition are pretty close to
being mainstream economists, though perhaps even more
free-market tilting and not as technically oriented as those
who preside over the field’s top journals. It is not surprising
that their journal is at heart a critique of the economic
orthodoxy. But it is only one of many critiques, some from
the far end of the ideological spectrum and others rather
close to the middle.
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Klein and his cohorts want to know why more econo-
mists aren’t addressing the Big Questions. Where are the
plain-spoken economists of yore who helped guide public
opinion? As Klein puts it: “There’s this lingering question of
people of my ilk — why isn’t there a Milton Friedman
today?”

Questions from other camps also abound. As is natural
during turbulent times such as these, many questions
focus on macroeconomics — the study of economy-wide
phenomena. Income inequality is widening and more
domestic jobs are being lost to free trade. The recent credit
market turmoil provides numerous examples of borrowers
and lenders making poor choices. Is economics too set in
its ways to consider alternative explanations for how
individuals and firms make decisions?

It’s a fair question. But it would be unfair to suggest that
it is going unanswered. As it is, many view the supposed fail-
ings of high-level economics as greatly exaggerated. Is
macroeconomics too theoretical? Perhaps in some cases, but
it’s unlikely you can devise workable policy proposals with-
out first establishing a solid theory about how people will
react to those new policies. Too much math? Well, the fact is
that economics is a quantitative field. Especially for the pur-
poses of conducting macroeconomic policy, quantitative
judgments are essential. Helen Tauchen, associate chair of
the economics department at the University of North
Carolina, Chapel Hill, says: “The inherently dynamic nature
of economic decisions, the statistical difficulties in using
nonlaboratory data, and the complication of handling inter-
actions among strategic agents all require nontrivial
mathematical approaches.”

In this issue of Region Focus, we describe how economics
is trying to get at the Big Questions — the way the field is
embarking on a reorganization, how its members are com-
municating with each other and nonspecialists, and how
their research focuses are shifting.

By no means is this an exhaustive exploration of the state
of economics, and the following historical summary is just
that — a heavily abridged and simplified review to help place
these articles in historical context. We aim instead to cap-
ture the uniqueness and — most of all — the enthusiasm
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that permeate the economics discipline today. In fact,
debate among economists is in some ways livelier than ever,
with universities experiencing a heyday in applications and
enrollment; blogs providing informal venues for discourse;
and exciting new research frontiers beginning to produce
real results.

A Brief History of Economic Thought

In the beginning, there was Adam Smith. The “classical
model” of the economy that is attributed to Smith — as well
as David Ricardo and John Stuart Mill — assumed that mar-
kets exhibited perfect competition; that people make
decisions based on real, not nominal, values; and that these
people are basically the same in their preferences and eco-
nomic behavior. Obviously, this was an oversimplification
that limited the model’s reach. For instance, in the classical
model there are no business cycles — the historical boom-
bust sequence of economic fluctuations. Output is
determined by changes in aggregate supply, which in turn is
often adversely influenced by government interference.
Hence, classical economists were advocates of a “laissez-
faire,” or hands-off, approach.

While the next 200 years were eventful, the classical
model maintained its dominance. But with the Great
Depression came great change in the prevailing economic
paradigm. In 1936, John Maynard Keynes published The
General Theory of Employment, Interest, and Money. Few works
have so shaken up their disciplines. Among the differences
between Keynes and his predecessors was that he provided a
model which encompassed both the macroeconomy — an
aggregate description of how the economy works — and the
microeconomy. He also put short-term conditions at the
forefront, famously remarking, “In the long run we are all
dead.”

The key to what became known as the Keynesian model
was aggregate demand. (Over the years, you see some clear
differences in beliefs between Keynes and the practitioners
who call themselves Keynesians.) Keynesians relied on the
so-called IS-LM model, which showed how demand was
impacted by changes in investment and savings (IS) and
changes in liquidity and money (LM). In this model, shifts in
consumption levels as well as investment can have an effect
on demand.

Keynes himself thought people formed their expecta-
tions based on “animal spirits” and not economic
fundamentals. As a result, aggregate demand tended to move
erratically along with the mood of the marketplace.

Keynesians also believed policymakers had several key
tools with which to bring about changes in consumption
and, by extension, aggregate demand. Fiscal policy — raising
or cutting taxes — is one way that Keynesians believed the
economy could be fine-tuned.

Keynes also provided an answer to why the Great
Depression occurred: High expectations about the future
occurred in the midst of a stock market bubble and the
economy’s general overproduction of goods. This in turn

reduced investment and popped the stock market bubble.
‘Wall Street’s crash lowered wealth and spurred low expecta-
tions about the future of the economy, both of which had
the effect of further reducing investment and consumption.
In sum, aggregate demand collapsed. To reverse the
situation, Keynesians advocated stimulating demand via
government spending.

Keynesians ruled the policy world for at least two
decades after World War II. But then the monetarists, led
by Milton Friedman, entered the picture. The monetarists
from the University of Chicago held that changes in the
money supply were the real driver of business cycles because
of their ability to change aggregate demand.

Where Keynesians believed that prices and
wages were somewhat “sticky” because mar-
kets were not perfectly competitive,
monetarists believed that expectations
about the future were stickier. These “sticky
expectations” were the main culprit in
upsetting the process of getting supply and
demand back into equilibrium. It was this
backward-looking nature of expectations
that allowed a loosening of monetary policy
to have (temporary) stimulative effects on
real production and consumption in the
economy. But that effect would wear off as
expectations eventually caught up with
increases in realized inflation. Thus, the
central bank’s main job should be to avoid
causing inflation by tightly controlling the
money supply. From monetarists came the
maxim: “Inflation is always and everywhere a
monetary phenomenon.”

In the mid-1970s Robert Lucas articulat-
ed his “rational expectations” hypothesis,
which has endured as arguably the most
influential contribution to macroeconomic
theory ever since then. Lucas tended to
agree with monetarists, but he added the
notion that people form their expectations
of the future by using all available informa-
tion — they are forward-looking more
often than they are backward-looking.
He also suggested that they are unlikely to
make predictable, systematic errors. While
a monetarist would have assumed people
would react to inflation only upon
experiencing it, a disciple of rational expec-
tations believes people will see that
expansionary monetary policy could lead to
higher inflation, and thus immediately
incorporate that information into their
financial behavior.

The famous example is a football game —
data show that throwing passes leads to
more touchdowns than simply running the

SPRING/SUMMER 2008 * RecioN Focus

Jobn Maynard Keynes

13



4

9=

TrIe STATE OF MODERN ECONC

ball. So should a team simply throw the ball all the time? Of
course not, because the defense would respond with new
formations to quash a pass-only offense. The Lucas critique
at heart pointed out what should have been obvious:
People’s behavior will change as policy changes.

From the perspective that markets contain much imper-
fect information or firms and people face constraints on
their borrowing, for example, the rational expectations
theory provides a useful framework for understanding the
economy. More to the point, it remedies the main problem
with previous economic theories.

Closely associated with the rational expectations
approach is “real business cycle” theory, developed by even-
tual Nobel Prize winners Finn Kydland and Edward C.
Prescott, and which held much sway during the 1980s.
So-called RBC models emphasized the importance of the
supply side of the economy in determining output. They also
drew heavily from microeconomic principles — the rational
individual responding to incentives who tries to maximize
the “utility” of his marginal decisions over time as well as the
tendency of markets to move toward equilibrium. In RBC
models, prices and wages change rapidly.

The New Keynesians arrived in force by the late 1980s to
build upon the neoclassical/rational expectations/RBC
approaches. New Keynesians come in several forms, but in
general they believe that sticky (or slow-changing) prices and
wages are the key to understanding the effects of monetary
policy, which in turn is central to economic output. New
Keynesian models also take into account the possibility of
both demand- and supply-driven recessions.

Where Are We Now?

For macroeconomists, a leading notion is that they have
achieved a “new neoclassical synthesis,” a term coined in a
1997 paper by former Richmond Fed economist Marvin
Goodfriend and Robert King, a Richmond Fed visiting
scholar. In the 1960s, Goodfriend and King argued, the orig-
inal synthesis included the acceptance of the common
optimization tools of microeconomics, a belief in the power
of sticky prices, and the need to provide useful macroeco-
nomic policy advice.

The new synthesis marries Keynesian short-run demand
policies with classical let-the-market-decide microeconomic
policies. It combines the most compelling parts of
Keynesian and classical models with rational expectations,
monetarist, RBC, and New Keynesian theories. “There are
new dynamic microeconomic foundations for macroeco-
nomics,” Goodfriend and King wrote. “These common
methodological ideas are implemented in models that range
from the flexible, small models of academic research to the
new rational-expectations policy model of the Federal
Reserve Board.”

One thing that should be clear at this point is that the
dominant economic paradigm has shifted significantly over
the years, sometimes abruptly, and that at any given time many
economists disagree with the prevailing economic paradigm.
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The economy is, at this writing, experiencing a down-
turn of, as yet, an undetermined length and magnitude.
Macroeconomic models may do very well at theoretically
evaluating the effects of various policies, but how confident
is anyone, including the people who build the most widely
used models, that they can really help forecast or understand
the economy?

At a more fundamental level, today’s questions have
centered on the perceived rigidity of the economic ortho-
doxy. Last year, the New York Times looked at how some
economists felt like outcasts after raising doubts about the
uniform virtues of free markets. Alan Blinder, a former
Federal Reserve Board governor, was quoted as saying that
“there is too much ideology” and that economics was too
often “a triumph of theory over fact.” Economics blogs
spent weeks debating an article in The Nation that spot-
lighted the “heterodox” wing of economics and described
the mainstream as smug and inflexible to new, possibly bet-
ter ideas. In an April op-ed piece in the Boston Globe,
economist Richard Thaler and legal scholar Cass Sunstein
used the mortgage crisis as an example of the failure of eco-
nomic orthodoxy. After the fact, it’s clear that credit was
extended to all sorts of people who shouldn’t have received
any. In response, Thaler and Sunstein favor the emerging
field of “behavioral economics,” in which “the robot-like
creatures who populate standard economic theories are
replaced with real human beings.”

Some of the criticism is to be expected, both in terms of
its timing (accompanying the downturn) and from its
sources. For example, John Willoughby, chairman of the
economics department at American University in
‘Washington, D.C., wonders why so many economists seem
to ignore growing bodies of research. “The rational expecta-
tions, dynamic programming models seem to me to bear
very little connection to what economists actually do when
trying to stabilize the economy,” Willoughby says. “There
are a lot of interesting things being done in behavioral and
experimental and game theory that challenge the notion
that there’s one sort of steady state to which the economy
is heading — not that most economists strictly believed
that but even as a theoretical framework I think that’s
breaking down.”

On the other hand, someone like Alan Blinder is hardly
out of the mainstream. Nor is Thomas Nechyba, chairman
of Duke University’s economics department, who worries
that macroeconomics in particular has become too theoret-
ical. “There is a new paradigm in the more micro-based way
we are doing macro. But if it can’t succeed in explaining
actual data, the stylized facts that are out there, and do it in
more than a calibrated model with replicated facts — I think
it’s going to be in trouble.”

Tom Humphrey, who retired from the Richmond Fed in
2004, is a historian of economics who remains engaged in the
profession. Humphrey says he takes a relatively optimistic
view. By no means is economics in crisis, he says, and one
should not be overly restrictive in defining what a “main-




stream” economist thinks. Even a diehard neoclassical econ-
omist might agree that in the short run people can behave
irrationally and make mistakes.

‘Watchdogs

One of the traditional mechanisms that defines the intellec-
tual currents in economics are the journals. As in other
academic disciplines, article submissions are vetted by other
economists before acceptance. The big journals — American

Economic Review, Journal of Political Economy, Quarterly
Journal of Economics, and Econometrica to name a few — natu-
rally tend to accept papers that agree with the worldview of
the referees. That’s not an easy thing to change so it may
take awhile for generally accepted paradigms to shift as well.

But what can accelerate the shift is an open, intellectual
exchange of the ideas, theories, and methods that appear in
the leading economics journals. At least that is what Klein
and his cohorts at Econ _Journal Watch hope. Klein does not

Q&A: General Equilibrium Models

General equilibrium models are the preferred tool of many
macroeconomists today. To get a better understanding of these
models, we asked Richmond Fed economist Kartik Athreya
to explain.

‘What'’s a standard general equilibrium model?

General equilibrium refers to situations in which the desires
of consumers and producers for all commodities under
study are simultaneously reconciled. A standard general equi-
librium model is the “competitive” one, where consumers and
producers meet in markets in which both parties assume that
the prices of goods are beyond their control. A competitive
general equilibrium occurs when we’ve found a set of prices
that leads households to demand precisely the amount that
firms wish to produce at those prices.

At its heart, a general equilibrium model is a collection of
two objects: One is a set of assumptions about the behaviors of
households and firms, and the other is an “equilibrating” insti-
tution, which is how the actions of individual actors restrict
each other. The behavior assumed for households is that they
are utility maximizing — they make themselves as well-off as
possible given their constraints. For firms, it’s profit maximiza-
tion. All general equilibrium models are going to have these
two ingredients. The big achievement of competitive equi-
librium theory was to show that “usually” — if households and
firms took prices as given when optimizing and paid no
attention to anything but these prices — supply would equal
demand in all markets.

What’s a dynamic stochastic general equilibrium
(DSGE) model?

It’s any general equilibrium model in which the actors must
make decisions over time in an uncertain environment.
Firms look forward to the future and households think about
retirement — that’s the dynamic part of the model.
“Stochastic” refers to the fact that economic actors in the
model face uncertainty. And equilibrium in this case refers to
the presumption that supply equals demand in markets for
goods traded both in the present as well as in the future.
In models where prices equilibrate competing interests,
people’s expectations of the future values of prices must be
specified. In standard DSGE models, these expectations are

assumed to be correct — not always, but on average.

In the context of monetary policy, people have started
employing these models because they think expectations of
future inflation are something important to guide the behavior
of actors. These models take a big step toward escaping the
Lucas critique (which states that relying on historical data is
misleading because people will change their behavior based on
changes in policy) because the actors are modeled as always
reacting optimally to policy changes.

‘What do you feed into these models?

In the model, the attitudes of households and the capabilities
of firms will be given mathematical representations that are
summarized in a set of numbers that we call “parameters.”
For example, the way that people value future consumption
relative to current consumption, or how averse to risk house-
holds are. In assigning numerical values to parameters, we let
agents operate under current policies and then ask, “What
numbers must be chosen for the parameters such that the equi-
librium behavior of the model matches what we see in the real
world?” This strategy is called calibration.

‘What do you get out of these models?

You predict outcomes for all the objects that the actors in the
model care about. For households, the goal of the model is to
deliver predictions of how much people will consume and work
at different dates and under different circumstances, and what
prices they will face. For firms, it’s often how much they will
produce and invest.

How big is a typical DSGE model?

They’re small in the sense that I can describe a model to you in
five or six equations. For most models, a single page would
summarize them, and their solutions can be obtained in min-
utes, if not seconds, on many computers. They’re big in the
sense that they presume that individual actors are acting as if
they perform fantastically complicated computations. The old
“non-equilibrium” models were actually much bigger. The
internal consistency required of the current models makes
their computation grow rapidly more demanding as they get
“larger” and has so far prevented most of them from getting
too big.
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think his publication has spurred the leading journal editors
to reexamine their product. What he thinks is that his jour-
nal’s very existence and continued financial and intellectual
support is testament to the willingness of the economics
discipline to embrace new and improved ideas. And while
the field of economics in 2008 may not have its own Milton
Friedman, Klein thinks it’s a good sign that more people are
at least talking about the absence of such a figure.

He says: “Clearly today there is more empirical work
going on, and I think model building has come down a
notch; so-called theory is continuing to come down in
prestige and that’s a good thing ... so I think that I'm ready
to believe that things are getting better. I sure hope so.”

If economics is itself a market, then the best models
should rise to the top. Today, there are more ways to perco-
late new ideas than ever — from a widening array of
journals, to blogs, to curricula in college classrooms, and to
a surprising run of New York Times best-selling economics
books. Then again, the process of rising can take some time.
In 1970, it would have been difficult to find an economist

who believed the Keynesian paradigm would be dead 1o
years later. As for today’s paradigm? Perhaps we’ll know in
10 more years. RF
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The way economists are trained has come a long way in the
past 20 years. Has it come far enough?

BY DOUG CAMPBELL

major in economics, once as popular as an 8 a.m.
A lecture, lately finds itself in high demand. Univer-

sities across the nation report a growing number
of undergraduates entering their programs in economics.
At the graduate level, competition for admission to the
top schools is just plain brutal.

Let’s turn to the empirical evidence: According to the
Digest of Education Statistics, the number of economics
majors at U.S. universities jumped 22.5 percent between 2001
and 2006; the number of master’s students was up 37.5, while
the number of doctorates grew by a much tamer but still
strong 9.3 percent. To be sure, an economics degree is by no
means dominant on most campuses — it still represents only
about 1.6 percent of all bachelor degrees conferred in the
United States. On the other hand, growth in an economics
degree is almost 4 percentage points higher than total
degrees. And the popularity of economics appears to have
come at the expense of some other traditionally popular
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degrees — the number of sociology bachelors, for example,
actually dropped 5.7 percent between 2001 and 2006.

And now; in the parlance of the discipline, some stylized
facts from the Fifth Federal Reserve District, which reaches
from South Carolina to Maryland: At Duke University, one
in four undergraduates majors in economics. At George
Mason University, applications skyrocketed after faculty
member Vernon Smith won the Nobel Prize in economics.
Clemson’s pool of economics majors has increased 65 per-
cent in the past four years alone; Wake Forest University’s
doubled in just the past year.

But don’t get carried away. For while it’s true that eco-
nomics is enjoying a period of perhaps unsurpassed
popularity on college campuses, there is no shortage of ques-
tions about its direction. Chiefly, some faculty members
worry that the core curriculum — particularly at the gradu-
ate level — is becoming too technical, too theoretical, and
fails to address relevant policy questions. A Ph.D. program




can teach students how to build an impressively complicat-
ed mathematical model — so is it really just training people
how to be good at math and theory, and ignoring practical
applications that might help end poverty, grow employment,
and improve the general welfare? After all, if an economist
can’t address those questions, what’s the point of being an
economist?

“This is a concern I've had as long as I've been in the pro-
fession: As we get more math, we get less interesting,” says
Doug Pearce, economics chair at North Carolina State
University.

But for every academic economist who feels that way,
there almost certainly is a counterpart who is less discour-
aged. Peter Murrell, economics chair at the University of
Maryland, agrees that first- and second-year graduate
courses tend to lay the math on thick, but “beyond that, and
especially at the dissertation stage, we are producing stu-
dents who are studying some unbelievable topics.” Indeed,
graduates from the most technical economics programs in
the United States who can also devise answers to practical
questions are in high demand at research institutions.

In their influential 1987 paper, “The Making of an
Economist,” David Colander and Arjo Klamer rebuked
graduate education in economics at the top schools for a
perceived overemphasis on technique and an avoidance of
practical applications. Recently, Colander revisited this
topic with the idea of evaluating whether any change had
happened. As his surveys show — and our interviews with
department chairs across the Mid-Atlantic confirm — much
has changed in academic economics over the past 20 years.
There is still plenty of math and theory, of course, but there
are more practical applications than ever.

Big Major On Campus

When people talk about the on-campus popularity of eco-
nomics, they are usually referring to the undergraduate level.
Among academic observers, the consensus is that students
who formerly saw value in a variety of other social science
degrees now view economics as more worthwhile.

Some attribute the growing cachet of an economics
major to the “Freakonomics” phenomena. Stephen Dubner
and Steven Levitt’s popular 2005 book turned on a new gen-
eration to the fun and virtues of economic analysis. But
department chairs interviewed for this article discounted
the Freakonomics effect, arguing that growth in the disci-
pline began at least a decade earlier, and that it’s still a rare
18-year-old who has read the book.

Granted, economics is sometimes looked at as the poor
man’s business degree. To the question: “What can I do with
an economics major?” an economics blogger joked:
“Anything you could do with a business degree only for less
money” But the money isn’t bad for recent graduates.
According to the National Association of Colleges and
Employers, economics graduates got average starting salary
offers in 2007 of $47,782, compared with $35,092 for history
graduates.

The benefits of an education in economics are fairly clear.
At the introductory level, the math is basic and the lessons
practical. It’s a useful background when it comes to landing
a job. “Businesses increasingly realized that people studying
economics have two valuable skills,” says Raymond Sauer,
economics chair at Clemson University. “They develop their
analytical skills and skills for working with data. If you can
think about data, analyze it, and communicate your findings
to management, that’s a valuable set of skills that are rela-
tively scarce among other degrees.”

The popularity varies by school, of course. At Duke, eco-
nomics chair Thomas Nechyba attributes the growth and
appeal of economics in part to the school’s lack of a business
degree. Meanwhile, West Virginia University has only 100
economics majors; director William Trumbull believes that
the existence of a strong business program lures away many
would-be economics majors.

Doctoral Doubts

Graduate economics is likewise experiencing a heyday in
terms of enrollment. Bolstered in large part by a surge of
international students — for whom the value of a US.
economics degree is huge — department chairs say that
admission standards are extremely high right now. But
whereas there is little debate about the real-world value of an
undergraduate economics degree, the same thing can’t be
said at the graduate level.

The overarching concerns are twofold and related: First,
there is worry that the high-level math that graduate
students endure during their first two years is unnecessarily
grueling and, sometimes, unconnected to the curriculum
that follows. Second, there is unease that economics risks
losing its connection to real-world problems because of its
focus on theory and complex models. This second concern is
most acute in the subfield of macroeconomics, which stud-
ies forces that affect the entire economy, such as inflation
and growth. (By contrast, microeconomics is chiefly inter-
ested in individual decisions and markets within the wider
economy,)

These are long-standing perceptions, well articulated 20
years ago by economics journalist Robert Kuttner who com-
plained that economics departments were “graduating a
generation of idiot savants, brilliant at esoteric mathematics
yet innocent of actual economic life.”

The math that graduate economics students take in their
first two years is not to be trifled with. Andrew Foerster, who
begins his third year at Duke University’s graduate program
this fall (and who worked two years as a research associate
with the Richmond Fed), sees good and bad in the system.
It may have the effect of unnecessarily warding off some
otherwise perfectly capable would-be economists, he says,
and the disconnect between undergraduate and graduate
curriculum is conspicuous. “It’s certainly grueling, but per-
haps not always unnecessary,” Foerster says. “It’