Interest rates on long-term bonds are widely viewed as important for many economic decisions, notably business plant and equipment investment expenditures and household purchases of homes and automobiles. Consequently, macroeconomists have extensively studied the term structure of interest rates. For monetary policy analysis this is a crucial topic, as it concerns the link between short-term interest rates, which are heavily affected by central bank decisions, and long-term rates.

The dominant explanation of the relationship between short- and long-term interest rates is the expectations theory, which suggests that long rates are entirely governed by the expected future path of short-term interest rates. While this theory has strong implications that have been rejected in many studies, it nonetheless seems to contain important elements of truth. Therefore, many central bankers and other practitioners of monetary policy continue to apply it as an admittedly imperfect yet useful benchmark. In this article, we work to quantify both the dimensions along which the expectations theory succeeds in describing the link between expectations and the term structure and those along which it does not, thus providing a better sense of the utility of this benchmark.

Following Sargent (1979) and Campbell and Shiller (1987), we focus on linear versions of the expectations theory and linear forecasting models of
future interest rate expectations. In this context, we reach five notable conclusions for the period since the Federal Reserve-Treasury Accord of March 1951.¹

First, cointegration tests confirm that the levels of both long and short interest rates are driven by a common stochastic trend. In other words, there is a permanent component that affects long and short rates equally, which accords with one of the basic predictions of the expectations theory.

Second, while changes in this stochastic trend dominate the month-to-month changes in long-term interest rates, the same changes affect the short-term rate to a much less important degree. We summarize our detailed econometric analysis with a useful rule of thumb for applied researchers: it is optimal to infer that the stochastic trend in interest rates has varied by 97 percent of any change in the long-term interest rate.² In this sense, the long-term interest rate is a good indicator of the stochastic trend in interest rates in general.³

Third, according to cointegration tests, the spread between long and short rates is not affected by the stochastic trend, which is consistent with the expectations theory. Rather, the spread is a reasonably good indicator of changes in the temporary component of short-term interest rates. Developing a similar rule of thumb, we compute that on average, a 1 percent increase in the spread indicates a 0.71 percent decrease in the temporary component of the short rate, i.e., in the difference between the current short rate and the stochastic trend.

Fourth, the expectations theory imposes important rational expectations restrictions on linear time series models in the spread and short-rate changes. Like Campbell and Shiller (1987), who pioneered testing of the expectations theory in a cointegration framework, we find that these restrictions are decisively rejected by the data. But our work strengthens this conclusion by using a longer sample period and a better testing methodology.⁴ We interpret the rejection as arising from predictable time-variations in term premia. Under the strongest form of the expectations theory, term premia should be constant and fluctuations in the spread should be entirely determined by expectations about future short-rate changes. However, our calculations indicate that—as another

¹ See Hetzel and Leach (2001) for an interesting recent account of the events surrounding the Accord.
² The sense in which this measure is optimal is discussed in more detail below, but it is based on minimizing the variance of prediction errors over our sample period of 1951 to 2001.
³ By contrast, a similar calculation indicates that changes in short-term interest rates are a much less strong indicator of changes in the stochastic trend: the comparable adjustment coefficient is 0.17 rather than 0.97. This finding is consistent with other evidence of important temporary variations in short-term interest rates, presented in this article and other studies.
⁴ We impose the cross-equation restrictions on the VAR and calculate a likelihood ratio test that compares the fit of the constrained and unconstrained VAR, while Campbell and Shiller (1987) use a Wald-type test of the restrictions on an estimated unrestricted VAR. It is now understood that Wald tests of nonlinear restrictions are sensitive to the details of how such tests are set up and suffer from much more severe small-sample bias than the method we employ here (see Bekaert and Hodrick [2001]).
rule of thumb—a 1 percent deviation of the spread from its mean signals a 0.69 percent fluctuation of the expectations component with the remainder viewed as arising from shifts in the term premia.

Fifth, based on the work by Sargent (1979), we show how to adapt the restrictions implied by the expectations theory to a situation where term premia are time-varying but unpredictable over some forecasting horizons. Our tests indicate that these modified restrictions continue to be rejected with forecasting horizons of up to a year. Thus, departures from the expectations theory in the form of time-varying term premia are not simply of a high frequency form, although the cointegration results indicate that the term premia are stationary.

Our empirical findings should provide some guidance for macroeconomic modeling, including work on small-scale econometric models and on monetary policy rules. In particular, our results suggest that the presence of a common stochastic trend in short and long nominal rates is a feature of post-Accord history that deserves greater attention. Furthermore, the detailed empirical results and the summary rules-of-thumb can be considered as a useful guide for monetary policy discussions. As an example, we ask whether the general patterns in the 50-year sample hold up over the period 1986–2001. Interestingly, we find a reduced variability in the interest rate stochastic trend: it is only about half as volatile as during the entire sample period. Nevertheless, the appropriate rule of thumb is still to view 85 percent of any change in the long rate as reflecting a shift in the stochastic trend. Our analysis also indicates that the expectations component of the spread (the discounted sum of expected short-rate changes) is of larger importance in the more recent sample, justifying an increase of the relevant rule-of-thumb coefficient from 69 percent to 77 percent. One interpretation of these different results is that they indicate increased credibility of the Federal Reserve System over the last decade and a half, which Goodfriend (1993) describes as the Golden Age of monetary policy because of enhanced credibility.

1. HISTORICAL BEHAVIOR OF INTEREST RATES

The historical behavior of short-term and long-term interest rates during the period April 1951 to November 2001 is shown in Figure 1. The two specific series that we employ have been compiled by Ibbotson (2002) and pertain to the 30-day T-bill yield for the short rate and the long-term yield on a bond of roughly twenty years to maturity for the long rate. One motivation for our use of this sample period is that the research of Mankiw and Miron (1986) suggests that the expectations theory encounters particular difficulties after the founding of the Federal Reserve System, particularly during the post-Accord period, because of the nonstationarity of short-term interest rates.

In this section, we start by discussing some key stylized facts that have previously attracted the attention of many researchers. We then conduct some
Basic statistical tests on these series that provide important background to our subsequent analysis.

**Basic Stylized Facts**

We begin by discussing three important facts about the levels and comovement of short-term and long-term interest rates and then discuss two additional important facts about the predictability of these series.

*Wandering levels:* The levels of short-term and long-term interest rates vary substantially through time, as shown in Figure 1. Table 1 reports the very different average values over subsamples: in the 1950s, the short rate averaged 1.85 percent and the long rate averaged 3.02 percent; in the 1970s, the short rate averaged 6.13 percent and the long rate averaged 7.57 percent; and in the 1990s, the short rate averaged 4.80 percent and the long rate averaged 7.10 percent. These varying averages suggest that there are highly persistent factors that affect interest rates.
Table 1  Decade Averages

<table>
<thead>
<tr>
<th>decade</th>
<th>short rate</th>
<th>long rate</th>
<th>spread</th>
</tr>
</thead>
<tbody>
<tr>
<td>1950s</td>
<td>1.85</td>
<td>3.02</td>
<td>1.17</td>
</tr>
<tr>
<td>1960s</td>
<td>3.81</td>
<td>4.63</td>
<td>0.82</td>
</tr>
<tr>
<td>1970s</td>
<td>6.13</td>
<td>7.57</td>
<td>1.45</td>
</tr>
<tr>
<td>1980s</td>
<td>8.54</td>
<td>10.69</td>
<td>2.15</td>
</tr>
<tr>
<td>1990s</td>
<td>4.80</td>
<td>7.10</td>
<td>2.30</td>
</tr>
<tr>
<td>full sample</td>
<td>5.13</td>
<td>6.67</td>
<td>1.57</td>
</tr>
</tbody>
</table>

Notes: All values are in percent per annum.

Comovement: While the levels of interest rates wander through time, subperiods of high average short rates are also periods of high average long rates. Symmetrically, short-term and long-term interest rates have a tendency to simultaneously display low average values within subperiods. This suggests that there may be common factors affecting long and short rates.

Relative stability of the spread: The spread between long- and short-term interest rates is much more stable over time, with average values of 1.17 percent, 1.45 percent, and 2.30 percent over the three decades discussed above. This again suggests that there is a common source of persistent variation in the two rates.

Predictability of the spread: While apparently returning to a more or less constant value, the spread between long and short rates appears relatively forecastable, even from its own past, because it displays substantial autocorrelation. This predictability has made the spread the focus of many empirical investigations of interest rates.

Changes in short-term and long-term interest rates: Figure 2 shows that changes in short and long rates are much less auto correlated. The two plots also highlight the changing volatility of short-term and long-term interest rates, which has been the subject of a number of recent investigations, including that of Watson (1999).

Basic Statistical Tests

The behavior of short-term and long-term interest rates displayed in Figures 1 and 2 has led many researchers to model the two series as stationary in first differences rather than in levels.

Unit root tests for interest rates: Accordingly, we begin by investigating whether there is evidence against the assumption that each series is stationary.
in differences rather than in levels. For this purpose, the first two columns
of Table 2 report regressions of the augmented Dickey-Fuller (ADF) form.
Specifically, the regression for the short rate $R_t$ takes the form
\[
\Delta R_t = a_0 + a_1 \Delta R_{t-1} + a_2 \Delta R_{t-2} + \ldots + a_p \Delta R_{t-p} + f R_{t-1} + e_{R_t}.
\]
Our null hypothesis is that the short-term interest rate is difference stationary
and that there is no deterministic trend in the level of the rate. In particular,
stationarity in first differences implies that $f = 0$; if a deterministic trend is
also absent, then $a_0 = 0$ as well. The alternative hypothesis is that the interest
rate is stationary in levels ($f < 0$); in this case, a constant term is not generally
zero because there is a non-zero mean to the level of the interest rate. The
relevant test is reported in Table 2 for a lag length of $p = 4$.\(^5\) It involves
a comparison of fit of the constrained regression in the first column and the
unconstrained regression in the second column, with the former appropriate
under the null hypothesis of a unit root and the latter appropriate under the
alternative of stationarity. There is no strong evidence against the null, since
the Dickey-Fuller F-statistic of 2.94 is less than the 10 percent critical value
of 3.78.\(^6\) Looking at comparable results for the long rate $R_L$, we find even
less evidence against the null hypothesis.\(^7\) The value of the Dickey-Fuller
F-statistic is even smaller.\(^8\) We therefore model both interest rates as first
difference stationary throughout our analysis.

In these regressions, we also find the first evidence of different predictabil-
ity of short-term and long-term interest rates, a topic that will be a focus of
much discussion below. Foreshadowing this discussion, we will find in every
case that long-rate changes are less predictable than short-rate changes. In
Table 2, the unconstrained regression for changes in the long rate accounts for
about 3.5 percent of its variance, and the unconstrained regression for changes
in the short rate accounts for about 8 percent of its variance.\(^9\)

A simple cointegration test: Since we take the long-term and short-term
rate as containing unit roots, the spread $S_t = R_t^L - R_t$ may either be

\(^5\)For the sake of simplicity, we use the same lag length of four months throughout the
article. However, we also performed the different econometric tests with a higher lag length of
$p = 6$ (as used for example by Watson [1999]) and found our results to be robust to this change.
\(^6\)See Dickey and Fuller (1981) for a discussion of the nonstandard distribution of this test
statistic and a table of critical values.
\(^7\)A weaker null hypothesis, advocated for example by Hamilton (1994, 511–12), does not
require $a_0 = 0$. This allows there to be a deterministic trend in the level of nominal rates, which
seems implausible to us. But the second column of Table 2 also shows that there is no strong
evidence against this null hypothesis, since $\hat{f} = -0.0283$ with a standard error of 0.0116. More
specifically, the value of the Dickey-Fuller t-statistic is $-2.43$, which is less than the 10 percent
critical level of $-2.57$.
\(^8\)The estimated level coefficient is also smaller and the associated Dickey-Fuller t-statistic
takes on a value of $-1.62$.
\(^9\)The constrained regressions display a similar pattern, although there are the familiar dif-
ficulties with interpreting $R^2$ when no constant term is present (see, for example, Judge et al.
[1985, 30–31]).
nonstationary or stationary. If the spread is stationary, then the long-term and short-term interest rates are cointegrated in the terminology of Engle and Granger (1987), since a linear combination of the variables is stationary. One simple test for cointegration when the cointegrating vector is known, discussed for example in Hamilton (1994, 582–86), is based on a Dickey-Fuller regression. In our context, we run the regression

$$\Delta S_t = a_0 + a_1 \Delta S_{t-1} + a_2 \Delta S_{t-2} + \ldots + a_p \Delta S_{t-p} + f S_t - 1 + e_{S_t}.$$  

As above, we take the null hypothesis to be that the spread is nonstationary, but that there is no deterministic trend in the level of the spread. The alternative of stationarity (cointegration) is a negative value of $f$; the value of $a_0$ then captures the non-zero mean of the spread. The results in Table 2 show that we can reject the null at a high critical level: the value of the Dickey-Fuller F-statistic is 9.67, which exceeds the 5 percent critical level of 4.59.

Thus, we tentatively take the short-term and long-term interest rate to be cointegrated, but we will later conduct a more powerful test of cointegration. The regression results in Table 2 also highlight the fact that the spread is
Table 2  Unit Root Tests

<table>
<thead>
<tr>
<th></th>
<th>$\Delta R_t$</th>
<th>$\Delta R_t^L$</th>
<th>$S_{t-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>con.</td>
<td>uncon.</td>
<td>con.</td>
</tr>
<tr>
<td>constant</td>
<td>0</td>
<td>0.0123</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(0.0057)</td>
<td>(0.0025)</td>
<td></td>
</tr>
<tr>
<td>lagged level</td>
<td>0</td>
<td>-0.0283</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(0.0116)</td>
<td>(0.0042)</td>
<td></td>
</tr>
<tr>
<td>lag 1 level</td>
<td>-0.2151</td>
<td>-0.0198</td>
<td>0.0896</td>
</tr>
<tr>
<td></td>
<td>(0.0406)</td>
<td>(0.0411)</td>
<td>(0.0409)</td>
</tr>
<tr>
<td>lag 2 level</td>
<td>-0.1649</td>
<td>-0.1499</td>
<td>-0.0441</td>
</tr>
<tr>
<td></td>
<td>(0.0415)</td>
<td>(0.0419)</td>
<td>(0.0407)</td>
</tr>
<tr>
<td>lag 3 level</td>
<td>-0.0082</td>
<td>0.0037</td>
<td>-0.1390</td>
</tr>
<tr>
<td></td>
<td>(0.0416)</td>
<td>(0.0417)</td>
<td>(0.0407)</td>
</tr>
<tr>
<td>lag 4 level</td>
<td>-0.1193</td>
<td>-0.1094</td>
<td>0.0384</td>
</tr>
<tr>
<td></td>
<td>(0.0406)</td>
<td>(0.0407)</td>
<td>(0.0409)</td>
</tr>
<tr>
<td>R-square</td>
<td>0.0721</td>
<td>0.0811</td>
<td>0.0301</td>
</tr>
<tr>
<td>F-value</td>
<td>2.9352</td>
<td>1.4415</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Numbers in parentheses represent standard errors. The critical 5 percent (10 percent) value for the Adjusted Dickey-Fuller F-test is 4.59 (3.78).

more predictable from its own past than are either of its components. In the unconstrained regression, 16 percent of month-to-month changes in the spread can be forecast from past values.

Cointegration of short-term and long-term interest rates is a formal version of the second stylized fact above: there is comovement of short and long rates despite their shifting levels. It is based on the third stylized fact: the spread appears relatively stationary although it is variable through time.

2. THE EXPECTATIONS THEORY

The dominant economic theory of the term structure of interest rates is called the expectations theory, as it stresses the role of expectations of future short-term interest rates in the determination of the prices and yields on longer-term bonds. There are a variety of statements of this theory in the literature that differ in terms of the nature of the bond which is priced and the factors that enter into pricing. We make use of a basic version of the theory developed in
Shiller (1972) and used in many subsequent studies.\footnote{See, for example, Campbell, Shiller, and Schoenholtz (1983) or Campbell and Shiller (1987).} This version is suitable for empirical analyses of yields on long-term coupon bonds such as those that we study, since it delivers a simple linear formula for long-term yields. The derivation of this formula, which is reviewed in Appendix A, is based on the assumption that investors equate the expected holding period yield on long-term bonds to the short-term interest rate \( R_t \), plus a time-varying excess holding period return \( k_t \), which is not described or restricted by the model but could represent variation in risk premia, liquidity premia and so forth. It is based on a linear approximation to this expected holding period condition that neglects higher order terms. More specifically, the theory indicates that

\[
RL_t = \beta E_t RL_{t+1} + (1 - \beta)(R_t + k_t),
\]

where \( \beta = 1/(1 + RL) \) is a parameter based on the mean of the long-term interest rate around which the approximation is taken.\footnote{For our full sample, the average of the long rate equals 6.67 percent, or expressed as a monthly fraction: \( RL = 0.0667/12 = 0.00556 \).}

This expectational difference equation can be solved forward to relate the current long-term interest rate to a discounted value of current and future \( R \) and \( k \):

\[
RL_t = (1 - \beta) \sum_{j=0}^{\infty} \beta^j [E_t R_{t+j} + E_t k_{t+j}].
\]

Various popular term-structure theories can be accommodated within this framework. The pure expectations theory occurs when there are no \( k \) terms, so that \( RL_t = (1 - \beta) \sum_{j=0}^{\infty} \beta^j E_t R_{t+j} \). This is a useful form for discussing various propositions about long-term and short-term interest rates that also arise in richer theories.

**Implication for permanent changes in interest rates:** Notably, the pure expectations theory predicts that if interest rates increase at date \( t \) in a manner which agents expect to be permanent, then there is a one-for-one effect of such a permanent increase on the level of the long rate because the weights sum to one, i.e., \( (1 - \beta) \sum_{j=0}^{\infty} \beta^j = (1 - \beta)/(1 - \beta) = 1 \). This is a basic and important implication of the expectations theory long stressed by analysts of the term structure and that appears capable of potentially explaining the comovement of short-term and long-term interest rates that we discussed above.

**Implications for temporary changes in interest rates:** Temporary changes in interest rates have a smaller effect under the pure expectations theory, with the extent of this effect depending on how sustained the temporary changes are assumed to be. Supposing that the short-term interest rate is governed by the simple autoregressive process \( R_t = \rho R_{t-1} + e_{R_t} \) with the error term being...
unforecastable, it is easy to see that $ER_{t+j} = \rho^j R_t$. It follows that a rational expectations solution for the long-term rate is

$$R_t^L = (1 - \beta) \sum_{j=0}^{\infty} \beta^j E_t R_{t+j}$$

$$= (1 - \beta) \sum_{j=0}^{\infty} \beta^j \rho^j R_t = \frac{1 - \beta}{1 - \beta \rho} R_t = \theta R_t.$$

This solution can be used to derive implications for temporary changes in short rates. If these are completely transitory, so that $\rho = 0$, there is a minimal effect on the long rate, since $\theta = 1 - \beta \approx 0.005$. On the other hand, as the changes become more permanent ($\rho$ approaches one) the $\theta$ coefficient approaches the one-for-one response previously discussed as the implication for fully permanent changes in the level of rates. Accordingly, the response of the long rate under the expectations theory depends on the degree of persistence that agents perceive in short-term interest rates, a property that Mankiw and Miron (1986) and Watson (1999) have exploited to derive interesting implications of the term structure theory that accord with various changes in the patterns of short-term and long-term interest rates in different periods of U.S. history.

The spread as an indicator of future changes: There has been much interest in the idea that the expectations theory implies that the long-short spread is an indicator of future changes in short-term interest rates. With a little bit of algebra, as in Campbell and Shiller (1987), we can rewrite (2) as

$$R_t^L - R_t = (1 - \beta) \sum_{j=0}^{\infty} \beta^j [(E_t R_{t+j} - R_t)] = \sum_{j=1}^{\infty} \beta^j E_t \Delta R_{t+j},$$

when there are no term premia. Hence, the spread is high when short-term interest rates are expected to increase in the future, and it is low when they are expected to decrease. Further, permanent changes in the level of short-term interest rates, such as those considered above, have no effect on the spread because they do not imply any expected future changes in interest rates.

While these three implications can easily be derived under the pure expectations theory, they carry over to other more general theories so long as the changes in interest rates do not affect $(1 - \beta) \sum_{j=0}^{\infty} \beta^j E_t k_{t+j}$ in (2). Further, while the pure expectations theory is a useful expository device, it is simply rejected: one of the stylized facts is that long rates are generally higher than short rates (there is a positive average value to the term spread). For this reason, all empirical studies of the effects of expectations on the long rate

---

12 To undertake this derivation, note that $R_{t+j} - R_t = R_{t+j} - R_{t+j-1} + \ldots (R_{t+1} - R_t)$. Hence, each expected change enters many times in the sum, with a total effect of $\sum_{h=1}^{\infty} \beta^h E_t (R_{t+j} - R_{t+j-1})$. Therefore, the spread is high when short-term interest rates are expected to increase in the future, and it is low when they are expected to decrease. Further, permanent changes in the level of short-term interest rates, such as those considered above, have no effect on the spread because they do not imply any expected future changes in interest rates.
minimally use a modified form
\[ R^L_t = (1 - \beta) \sum_{j=0}^{\infty} \beta^j E_t R_{t+j} + K, \]
where \( K \) is a parameter capturing the average value of the term spread that comes from assuming that \( k_t \) is constant.\(^{13}\)

**The Efficient Markets Test**

As exemplified by the work of Roll (1969), one strategy is to derive testable implications of the expectations theory that (i) do not require making assumptions about the nature of the information set that market participants use to forecast future interest rates and that (ii) impose restrictions on a single linear equation. In the current setting, such an efficient markets test is based on manipulating (1) so as to isolate a pure expectations error,
\[ R^L_t = \frac{1}{\beta} R^L_{t-1} - \frac{1 - \beta}{\beta}(R_{t-1} + K) + \xi_t, \]
where \( \xi_t = R^L_t - E_{t-1} R^L_t \). As in Campbell and Shiller (1987, 1991), this condition may be usefully reorganized to indicate that the long-short spread (and only the spread) should forecast long-rate changes,
\[ R^L_t - R^L_{t-1} = \left( \frac{1}{\beta} - 1 \right) (R^L_{t-1} - R_{t-1} - K) + \xi_t, \]
which is a form that is robust to nonstationarity in the interest rate.

The essence of efficient markets tests is to determine whether any variables that are plausibly in the information set of agents at time \( t - 1 \) can be used to predict \( \xi_t = R^L_t - R^L_{t-1} - \left( \frac{1}{\beta} - 1 \right) (R^L_{t-1} - R_{t-1} - K) \). The forecasting relevance of any stationary variable can be tested with a standard t-statistic and the relevance of any group of \( p \) stationary variables can be tested by a likelihood ratio test, which has an asymptotic \( \chi^2_p \) distribution. Table 3 reports a battery of such efficient markets tests. The first regression simply is a benchmark, relating \( R^L_t - R^L_{t-1} \) to a constant and to \( \left( \frac{1}{\beta} - 1 \right) S_{t-1} \) in the manner suggested by the efficient markets theory. The second regression frees up the coefficient on \( S_{t-1} \) and finds its estimated value to be negative rather than positive. The t-statistic for testing the hypothesis that the coefficient equals \( \left( \frac{1}{\beta} - 1 \right) = 0.005 \) takes on a value of 2.345, which exceeds the standard 95 percent critical level. This finding has been much discussed in the context of long-term bonds and some other financial assets, in that financial markets spreads have a “wrong-way” influence on future changes relative to the predictions of basic theory.\(^{14}\) At the same time, the low \( R^2 \) of 0.0051 indicates that the prediction performance of the regression is very modest.

---

\(^{13}\) Below, we use the notation \( K_t = (1 - \beta) \sum_{j=0}^{\infty} \beta^j E_t k_{t+j} \). But if \( k_t = k \), then \( K = k \).

\(^{14}\) See, for example, Campbell and Shiller (1991) for the term structure of interest rates or Bekaert and Hodrick (2001) for foreign exchange rates.
### Table 3 Efficient Markets Tests

<table>
<thead>
<tr>
<th></th>
<th>test 1</th>
<th>test 2</th>
<th>test 3</th>
<th>test 4</th>
<th>test 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta R_t)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta R_t-1)</td>
<td>0.0002</td>
<td>0.0023</td>
<td>0.0033</td>
<td>0.0032</td>
<td>0.0034</td>
</tr>
<tr>
<td></td>
<td>(0.0010)</td>
<td>(0.0015)</td>
<td>(0.0015)</td>
<td>(0.0016)</td>
<td>(0.0016)</td>
</tr>
<tr>
<td>(S_{t-1})</td>
<td>0.0050</td>
<td>-0.0147</td>
<td>-0.0215</td>
<td>-0.0214</td>
<td>-0.0229</td>
</tr>
<tr>
<td></td>
<td>(0.0084)</td>
<td>(0.0085)</td>
<td>(0.0095)</td>
<td>(0.0094)</td>
<td></td>
</tr>
<tr>
<td>(\Delta R_t)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta R_t-2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta R_t)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta R_t-3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta R_t)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta R_t-4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-square</td>
<td>-0.0040</td>
<td>0.0051</td>
<td>0.0408</td>
<td>0.0272</td>
<td>0.0550</td>
</tr>
</tbody>
</table>

Notes: Numbers in parentheses represent standard errors. F-stat (Regression 3 vs. Regression 2) = 5.598. F-stat (Regression 4 vs. Regression 2) = 3.436. F-stat (Regression 5 vs. Regression 3) = 2.280. F-stat (Regression 5 vs. Regression 4) = 4.411. The critical 5 percent (1 percent) F(4,400) value is 2.39 (3.36).

Additional evidence against the efficient markets view comes when lags of short-rate changes and lags of long-rate changes or both are added to the above equation. As regressions 3 through 5 in Table 3 show, the estimated coefficient on \(S_{t-1}\) remains significantly different from its predicted theoretical value. Furthermore, the prediction performance remains small (the \(R^2\) is less than 10 percent for all the cases) and the F-tests reported at the bottom of the
table indicate that adding lagged variables does not significantly increase the explanatory power compared to the original efficient markets regression.\(^{15}\)

The efficient markets regression again highlights that there is a substantial amount of unpredictable variation in changes in long bond yields, which makes it difficult to draw strong conclusions about the nature of predictable variations in these returns.\(^{16}\) One measure of the degree of this unpredictable variation is presented in panel B of Figure 2, where there is a very smooth and apparently quite flat line that is labelled as the “predicted changes in long rates.” Those predicted changes are \((\frac{1}{\beta} - 1) (R_{t-1}^L - R_{t-1})\) with a value of \(\beta\) suggested by the average level of long rates over our sample period. Panel B of Figure 2 highlights the fact that the expectations theory would explain only a tiny portion of interest rate variation if it were exactly true. Sargent (1979) refers to this as the “near-martingale property of long-term rates” under the expectations hypothesis. But it would not look very different if the fitted values of the other specifications in Table 3 were employed. Changes in the long rate are quite hard to predict and their predictable components are inconsistent with the efficient markets hypothesis.

**Where Do We Go from Here?**

Given that the efficient markets restriction is rejected, some academics simply conclude we know nothing about the term structure.\(^{17}\) However, central bankers and other practitioners actually do seem to employ the expectations theory as a useful yet admittedly imperfect device to interpret current and historical events (examples in this review are Dotsey [1998], Goodfriend [1993], and Owens and Webb [2001]). In the remainder of this analysis, we recognize that the expectations theory is not true but instead of simply rejecting it, we use modern time series methods to understand the dimensions along which it appears to succeed and those along which it does not. Section 3 develops and tests the common stochastic trend/cointegration restrictions that the expectations theory imposes. Consistent with earlier studies, we find that U.S. data

\[^{15}\text{One potential explanation for the failure of the efficient markets tests—highlighted in Fama (1977)—is that there may be time-variation } k_t \text{ in the equilibrium returns, which investors require to hold an asset. Then the theory predicts that}

\[ R_t^L - R_{t-1}^L = \left(\frac{1}{\beta} - 1\right) (R_{t-1}^L - R_{t-1} - k_{t-1}) + \xi_t. \]

But the researcher conducting the test does not observe time variation in \(k\), which may give rise to a biased estimate on the spread. Fama stresses that efficient markets tests involve a joint hypothesis about the efficient use of information and a model of equilibrium returns, so that a rejection of the theory may arise from either element.

\[^{16}\text{See the discussion of Nelson and Schwert (1977) on testing for a constant real rate.}

\[^{17}\text{For example, at a recent macroeconomics conference, one prominent monetary economist argued that the expectations theory of the term structure has been rejected so many times that it should never be built into any model.}
do not allow us to reject these restrictions and, thus, that the theory appears to contain an important element of truth as far as the common stochastic trend implication is concerned. Section 4 then follows Sargent (1979) in developing and testing a variety of cross-equation restrictions that the expectations theory implies. These restrictions are rejected in the data. Finally, in Section 5, we build on the approach by Campbell and Shiller (1987) to extract estimates of changes in market expectations, which also allows us to extract estimates of time-variation in term premia.

3. COINTEGRATION AND COMMON TRENDS

A basic implication of the expectations theory is that an unexpected and permanent change in the level of short rates should have a one-for-one effect on the long rate. In other words, the theory implies that there is a common trend for the short and the long rate. This idea can be developed further using the concept of cointegration and related methods can be used to estimate the common trend.

The starting point is Campbell and Shiller’s (1987) observation that present value models have cointegration implications, if the underlying series are nonstationary in levels, and that these implications survive the introduction of stationary deviations from the pure expectations theory such as time-varying term premia. In the context of the term structure, we can rewrite the long-rate equation (2) as

\[
R^L_t - R_t = (1 - \beta) \sum_{j=0}^{\infty} \beta^j [(E_t R_{t+j} - R_t) + E_t k_{t+j}] \quad (3)
\]

\[
= \sum_{j=1}^{\infty} \beta^j E_t \Delta R_{t+j} + (1 - \beta) \sum_{j=0}^{\infty} \beta^j E_t k_{t+j} \quad (4)
\]

so that the expectations theory stipulates that the spread is stationary so long as (i) first differences of short rates are stationary and (ii) the expected deviations from the pure expectations theory are stationary. Thus, cointegration tests are one way of assessing this implication of the theory.

In Section 1, we found evidence against the hypothesis that the spread contains a unit root and suggested that a stationary spread was a better description of the U.S. data. That is, we found some initial evidence consistent with modeling the short rate and the long rate as cointegrated. Here, in Section 3, we confirm that the spread also passes a more rigorous cointegration test. Given this result, we then define and estimate the common stochastic trend for the short rate and the long rate. We also present an easy-to-use rule of thumb that decomposes fluctuations of the short and the long rate into fluctuations in the common trend and fluctuations in the temporary components.
Testing for Cointegration

To develop the intuition behind the more rigorous cointegration tests, consider a vector autoregression (VAR) in the first difference of the short rate and the first difference of the long rate:

\[
\Delta R_t = \sum_{j=1}^{p} a_j \Delta R^L_{t-j} + \sum_{j=1}^{p} b_j \Delta R^L_{t-j} + e_{Rt},
\]

(5)

\[
\Delta R^L_t = \sum_{j=1}^{p} c_i \Delta R^L_{t-j} + \sum_{j=1}^{p} d_i \Delta R^L_{t-j} + e_{Lt}.
\]

(6)

By virtue of the Wold decomposition theorem, we may be tempted to believe that such a VAR in first differences can approximate the dynamics of short- and long-rate changes arbitrarily well, so long as the vector \(\Delta x_t = [\Delta R_t \Delta R^L_t]\) is a stationary stochastic process (this last condition being asserted by the Dickey-Fuller tests of the last section). However, if the two variables \(R_t\) and \(R^L_t\) are also cointegrated, then this argument breaks down. The above VAR represents a poor approximation in such circumstances because the short and long rate only contain one common stochastic trend and first differencing both variables thus deletes useful information.18

However, as Engle and Granger (1987) demonstrate, if first differences of \(x_t\) are stationary and there is cointegration among the variables of the form \(\alpha x_t\), then there always exists an empirical specification relating \(\Delta x_t\), its lags \(\Delta x_{t-p}\), and \(\alpha x_{t-1}\) that describes the dynamics of \(\Delta x_t\) arbitrarily well. Such a system of equations is called a vector error correction model (VECM). In our context, if \(R_t\) and \(R^L_t\) are cointegrated, as under the weak form of the expectation theory discussed above, then the following VECM should provide a better description of the dynamics of \(\Delta x_t\) than the VAR in (5) and (6):

\[
\Delta R_t = \sum_{j=1}^{p} a_j \Delta R^L_{t-j} + \sum_{j=1}^{p} b_j \Delta R^L_{t-j} + f[S_{t-1} - K] + e_{Rt},
\]

(7)

\[
\Delta R^L_t = \sum_{j=1}^{p} c_i \Delta R^L_{t-j} + \sum_{j=1}^{p} d_i \Delta R^L_{t-j} + g[S_{t-1} - K] + e_{Lt}.
\]

(8)

In these equations, \(f\) and \(g\) capture the effects of the lagged spread on forecastable variations in the short and long rates; \(K\) is the mean value of the spread.

---

18 In more technical terms, when \(R_t\) and \(R^L_t\) are cointegrated, then the vector moving average representation of \(\Delta x_t = [\Delta R_t \Delta R^L_t]\) (which exists by definition of the Wold decomposition theorem) is noninvertible. As a result, no corresponding finite-order VAR approximation can exist. See Hamilton (1994, 574–75) for details.
To test for cointegration, we estimate both the VAR and the VECM and compare their respective fit. A substantial increase in the log likelihood of the VECM over the VAR signals that the cointegration terms aid in the prediction of interest rate changes. More specifically, a large likelihood ratio results in a rejection of the null hypothesis in favor of the alternative of cointegration. In particular, we follow the testing procedure by Horvath and Watson (1995) and assume a priori that the cointegrating relationship is given by the spread \( S_t = R^L_t - R_t \) rather than estimating the cointegrating vector. Table 4 reports estimates of the VAR and VECM models for the lag length of \( p = 4 \), which we choose as the reference lag length throughout. Before discussing the cointegration test results in detail, it is worthwhile looking at a few elements that the VAR and VECM regressions have in common. First, changes in short rates are somewhat predictable from past changes in short rates, as was previously found with the Dickey-Fuller regression in Table 2. In addition, past changes in long rates are important for predicting changes in short rates in both the VAR and the VECM. Finally, changes in short rates are predicted by the lagged spread: if the long rate is above the short rate, then short rates are predicted to rise. Second, changes in long rates are still fairly hard to predict with either the VAR or the VECM.

Moving to the cointegration test, the likelihood ratio between the VECM and the VAR equals \( 2 \times (L_{VECM} - L_{VAR}) = 27.67 \), which exceeds the 5 percent critical level of 6.28 calculated by the methods of Horvath and Watson (1995). In other words, we can comfortably reject the hypothesis of no cointegration between \( R_t \) and \( R^L_t \), which is consistent with earlier studies.

\[ \Delta S_t = \sum_{j=1}^{p} (c_i - a_i) \Delta R^L_{t-j} + \sum_{j=1}^{p} (d_i - b_i) \Delta R_{t-j} + (g - f) S_{t-1} + (e_{Lt} - e_{Rt}), \]

which can be further rewritten as

\[ \Delta S_t = \sum_{j=1}^{p} (c_i - a_i) \Delta S_{t-j} + \sum_{j=1}^{p} (c_i + d_i - a_i - b_i) \Delta R_{t-j} + (g - f) S_{t-1} + (e_{Lt} - e_{Rt}). \]

That is, the Horvath-Watson test essentially introduces some additional stationary regressors to the forecasting equation for changes in the spread that was used in the DF test. Adding these regressors can improve the explanatory power of the regression, resulting in a more powerful test.

19 This type of test is somewhat more powerful than the unit root test on the spread reported in Table 2, which may be revealed by taking the difference between the two VECM equations and reorganizing the results slightly to obtain

\[ \Delta S_t = \sum_{j=1}^{p} (c_i - a_i) \Delta R^L_{t-j} + \sum_{j=1}^{p} (d_i - b_i) \Delta R_{t-j} + (g - f) S_{t-1} + (e_{Lt} - e_{Rt}), \]

which can be further rewritten as

\[ \Delta S_t = \sum_{j=1}^{p} (c_i - a_i) \Delta S_{t-j} + \sum_{j=1}^{p} (c_i + d_i - a_i - b_i) \Delta R_{t-j} + (g - f) S_{t-1} + (e_{Lt} - e_{Rt}). \]

That is, the Horvath-Watson test essentially introduces some additional stationary regressors to the forecasting equation for changes in the spread that was used in the DF test. Adding these regressors can improve the explanatory power of the regression, resulting in a more powerful test.

20 That is, long rates Granger-cause short rates.

21 As Horvath and Watson (1995) stress, the relevant critical values for the likelihood ratio must take into account that the spread is nonstationary under the null. Thus, we cannot refer to a standard chi-square table. We estimate the VAR and VECM without constant terms, since we are assuming no deterministic trends in interest rates. However, we allow for a mean value of the spread, which is not zero as shown in (7) and (8). Unfortunately, this combination of assumptions means that we cannot use the tables in Horvath and Watson (1995), but must conduct the Monte Carlo simulations their method suggests to calculate the critical values reported in the text. Details are contained in replication materials available at http://people.bu.edu/rking.
Table 4 | VAR/VECM Estimates

<table>
<thead>
<tr>
<th></th>
<th>$S_{t-1}$</th>
<th>$\Delta R_{t-1}$</th>
<th>$\Delta R_{t-2}$</th>
<th>$\Delta R_{t-3}$</th>
<th>$\Delta R_{t-4}$</th>
<th>$\Delta R^{L}_{t-1}$</th>
<th>$\Delta R^{L}_{t-2}$</th>
<th>$\Delta R^{L}_{t-3}$</th>
<th>$\Delta R^{L}_{t-4}$</th>
<th>R-square</th>
<th>F-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VAR</td>
<td>0.1101</td>
<td>0.2382</td>
<td>0.426</td>
<td>0.0879</td>
<td>0.8712</td>
<td>0.5954</td>
<td>0.1791</td>
<td>0.0430</td>
<td>0.2220</td>
<td>21.2172</td>
</tr>
<tr>
<td></td>
<td>VECM</td>
<td>0.0237</td>
<td>0.0430</td>
<td>0.0440</td>
<td>0.0377</td>
<td>0.1038</td>
<td>0.1026</td>
<td>0.1123</td>
<td>0.1133</td>
<td>0.2492</td>
<td>21.9030</td>
</tr>
<tr>
<td></td>
<td>VAR</td>
<td>0.0001</td>
<td>-0.0038</td>
<td>0.0466</td>
<td>-0.0151</td>
<td>0.0943</td>
<td>-0.0397</td>
<td>0.1698</td>
<td>0.0520</td>
<td>0.0459</td>
<td>3.5785</td>
</tr>
<tr>
<td></td>
<td>VECM</td>
<td>0.0094</td>
<td>0.0160</td>
<td>0.0445</td>
<td>0.0148</td>
<td>0.0408</td>
<td>0.0430</td>
<td>0.1104</td>
<td>0.0445</td>
<td>0.0553</td>
<td>3.8610</td>
</tr>
<tr>
<td></td>
<td>$\Delta R^{L}_{t}$</td>
<td>0.1164</td>
<td>0.0164</td>
<td>0.0250</td>
<td>0.0301</td>
<td>0.1048</td>
<td>0.0335</td>
<td>0.1328</td>
<td>0.0507</td>
<td>0.0553</td>
<td>3.8610</td>
</tr>
</tbody>
</table>

Notes: Numbers in parentheses represent standard errors. The likelihood ratio statistic of the VECM against the VAR is 27.6704. Comparing this value to the corresponding critical value in Horvath and Watson’s tables leads to strong rejection of null of two unit roots (p-value higher than 0.01).

and reinforces the statistical support for the common trend implication of the expectations theory. Therefore, the data is consistent with the basic implication of cointegration of the expectations theory and we thus view the VECM as the preferred specification and assume cointegration for the remainder of our analysis.\(^{22}\)

---

\(^{22}\)An alternative approach in this section would be to estimate the cointegrating vector and use the well-known testing method of Johansen (1988). Horvath and Watson (1995) establish that their procedure is more powerful if the cointegrating vector is known.
Uncovering the Common Stochastic Trend

A key implication of cointegration in our context is that the short and long rates share a common stochastic trend, which we will now work to uncover.\(^{23}\)

Following Beveridge and Nelson (1981), the stochastic trend of a single series such as the short-term interest rate is defined as the limit forecast

\[
\hat{R}_t = R_{t-1} + \lim_{k \to \infty} \sum_{j=0}^k E_t \Delta R_{t+k}.
\]

(9)

However, in order to obtain a series of \(\hat{R}_t\), we need to take a stand on how to compute the \(E_t \Delta R_{t+k}\) terms. The VECM suggests a straightforward way to do so. Specifically, suppose that the system expressed by equations (7) and (8) is written in the form

\[
zt = \begin{bmatrix}
\Delta R_t \\
\Delta R^L_t \\
S_t
\end{bmatrix} = H x_t
\]

\[
x_t = M x_{t-1} + G e_t,
\]

where \(e_t\) is the vector of one-step-ahead forecast errors \(e_t = [e_{R_t} \ e_{L_t}]^\prime\) and \(x_t = [\Delta R_t \ \Delta R^L_t \ \Delta R_{t-1} \ \Delta R^L_{t-1} \ \ldots \ \Delta R_{t-(p-1)} \ \Delta R^L_{t-(p-1)} \ S_t]\) is the vector of information that the VECM identifies as useful for forecasting future spreads and interest rate changes. The matrix \(H\) simply selects the elements of \(x_t\), and the elements of \(M\) and \(G\) depend on the parameter estimates \(\{a, b, c, d, f, g\}\) in a manner spelled out in Appendix B.

Given this setup, forecasts of \(\Delta R_{t+k}\) conditional information on \(x_t\) are easily computed as

\[
E[\Delta R_{t+k}|x_t] = h_R E[z_{t+k}|x_t] = h_R H E[x_{t+k}|x_t] = h_R H M^k x_t,
\]

where \(h_R = [1 \ 0 \ 0]\) such that \(\Delta R_t = h_R z_t\). Mapping these forecasts of \(\Delta R_{t+k}\) into (9), we obtain a closed-form solution for the stochastic trend of the short rate:

\[
\hat{R}_t = R_{t-1} + \sum_{k=0}^{\infty} h_R H M^k x_t = R_{t-1} + h_R H [I - M]^{-1} x_t.
\]

The same procedure for computing multiperiod forecasts also provides a recipe for computing the stochastic trend in the long rate, that is,

\[
\hat{R}^L_t = R^L_{t-1} + \lim_{k \to \infty} \sum_{j=0}^k E_t \Delta R^L_{t+k}
\]

---

\(^{23}\) The idea that cointegration implies common stochastic trends is developed in Stock and Watson (1988) and King, Plosser, Stock, and Watson (1991).
\[
R_{t-1}^L + \sum_{k=0}^{\infty} h_L H M^k x_t = R_{t-1}^L + h_L H [I - M]^{-1} x_t,
\]

where \( h_L = [0 1 0] \) such that \( \Delta R_t^L = h_L z_t \). Finally, the difference between \( \bar{R}_t^L \) and \( \bar{R}_t \) is the limit forecast of the spread. By definition of cointegration, the spread is stationary and therefore its limit forecast must be a constant.24

\[
K = \lim_{k \to \infty} E_t S_{t+k} = \lim_{k \to \infty} E_t R_{t+k}^L - \lim_{k \to \infty} E_t R_{t+k} = \bar{R}_t^L - \bar{R}_t.
\]

Thus, the trends for the long rate and the short rate differ only by the constant \( K \): in other words, the long rate and the short rate have a common stochastic trend component. Since this is sometimes termed the permanent component, deviations from it are described as temporary components. Using this language, the temporary component of the short rate is \( R_t - \bar{R}_t \) and that of the long rate is \( R_t^L - \bar{R}_t^L \).

**A Stochastic Trend Estimate: 1951–2001**

Figure 3 shows the common stochastic trend in long and short rates based on the VECM from Table 3, constructed using the method that we just discussed. In line with the expectations theory, we interpret this stochastic trend as describing permanent changes in the level of the short rate, which are reflected one-for-one in the long rate.

*Short rates and the stochastic trend:* In panel A, we see that the short rate fluctuates around its stochastic trend. There are some lengthy periods, such as the mid-1960s, where the short rate is above the stochastic trend for a lengthy period and others, such as the mid-1990s, where the short rate is below the stochastic trend. The vertical distance is a measure of the temporary component to short rates, which we will discuss in greater detail further below.

*Long rates and the stochastic trend:* In panel B, we see that the long rate and the stochastic trend correspond considerably more closely. This result accords with a very basic implication of the expectations theory: long rates should be highly responsive to permanent variations in the short-term interest rate.25

---

24 Under the expectations theory with a constant term premium, the average value of the spread must be the term premium \( K \). So, to avoid proliferation of symbols, we use that notation here.

25 To understand the sensitivity of the trend to the form of the estimated equation for the long rate, we compared three alternative measures of the trend. The first was the test measure based on the estimated VECM (i.e., the one reported in this section); the second was based on replacing the long-rate equation with the result of a simple regression of long-rate changes on the spread (i.e., the specification that we used for testing the efficient markets restriction above) so that there was a small negative weight on the spread in the long-rate equation; and the third
It is useful to consider a decomposition of the variance of short-rate and long-rate changes into contributions in terms of changes in the temporary and permanent components. For the short-rate changes, since \( \text{var}(\Delta R_t) = \text{var}(\Delta \bar{R}_t + \Delta (R_t - \bar{R}_t)) \), this decomposition takes the form

\[
\text{var}(\Delta R_t) = \text{var}(\Delta \bar{R}_t) + \text{var}(\Delta (R_t - \bar{R}_t)) + 2 \times \text{cov}(\Delta \bar{R}_t, \Delta (R_t - \bar{R}_t))
\]

\[
0.656 = 0.105 + 0.544 + 2 \times (0.004)
\]

was based on the efficient markets restriction (i.e., placed a small positive weight on the lagged spread). While there were some differences in these trend estimates on a period-by-period basis, they tell the same basic story in terms of the general pattern of rise and fall in the stochastic trend.
### Table 5  Summary Statistics for Permanent-Temporary Decomposition

**Full Sample Estimates (1951.4–2001.11)**

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Permanent</th>
<th>Temporary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Short-Rate Changes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6559</td>
<td>0.1083</td>
<td>0.5477</td>
</tr>
<tr>
<td></td>
<td>0.4133</td>
<td>0.1046</td>
<td>0.0036</td>
</tr>
<tr>
<td></td>
<td>0.9168</td>
<td>0.0152</td>
<td>0.5440</td>
</tr>
<tr>
<td><strong>B. Long-Rate Changes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0826</td>
<td>0.0802</td>
<td>0.0023</td>
</tr>
<tr>
<td></td>
<td>0.8631</td>
<td>0.1046</td>
<td>−0.0244</td>
</tr>
<tr>
<td></td>
<td>0.0499</td>
<td>−0.4614</td>
<td>0.0268</td>
</tr>
<tr>
<td><strong>C. Long-Short Spread</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.9318</td>
<td>0.5649</td>
<td>−1.3668</td>
</tr>
<tr>
<td></td>
<td>−0.9920</td>
<td>−0.3841</td>
<td>0.9827</td>
</tr>
<tr>
<td></td>
<td>0.9559</td>
<td>0.1808</td>
<td>−0.9114</td>
</tr>
</tbody>
</table>

**Notes:** Table 5 is based on the VECM estimates in Table 4. Each panel contains a 3 by 3 matrix. On the diagonal, variances are reported (e.g., the variance of changes in long rates is 0.0826). Above the diagonal, covariances are listed (e.g., the covariance between changes in the long rate and changes in its permanent component is 0.0802). Below the diagonal, the corresponding correlation is reported (e.g., the correlation between changes in the long rate and changes in its permanent component is 0.8631).

With the last line drawn from the first panel of Table 5.26

The variance of month-to-month changes in interest rates is 0.66. Changes in the temporary component account for the great bulk (82.9 percent) of this variance, while the variance of changes in the permanent component contributes 15.9 percent and the covariance between the two components contributes only about 1.2 percent.

For the long rate, the decomposition takes conceptually the same form, but we find a very different result in terms of relative contributions:

\[
\text{var}(\Delta R_t^L) = \text{var}(\Delta \tilde{R}_t^L) + \text{var}(\Delta (R_t^L - \tilde{R}_t^L)) + 2 \times \text{cov}(\Delta \tilde{R}_t^L, \Delta (R_t^L - \tilde{R}_t^L))
\]

---

26 Here and below, our estimate of the stochastic trend allows us to calculate the variance decomposition, including the variance of changes in the trend and the covariance term. Note that due to rounding errors, the variance decompositions do not add up exactly.
First, the overall variance of month-to-month changes in the long rate is much smaller. In contrast to the short rate, this variance is dominated by the variance in its permanent component, which is actually somewhat larger because there is a negative correlation between the permanent and the transitory component.

The permanent-temporary decomposition also permits us to undertake a decomposition of the long-short spread, which is displayed in Figure 4. The spread and the two temporary components are connected via the identity

\[ S_t - S = R^L_t - R_t - S = (R^L_t - \overline{R}^L_t) - (R_t - \overline{R}_t). \]

Hence, there is a mechanical inverse relationship between the spread and the temporary component of the short rate, which is clearly evident in panel A of Figure 4: everything else equal, whenever the short-term rate is high relative to its permanent component, the spread is low on this account. We can undertake
a similar decomposition of the variance of the spread to those used above,

\[
\text{var}(S_t) = \text{var}(R^L_t - \bar{R}^L_t) + \text{var}(R_t - \bar{R}) - 2 \cdot \text{cov}((R^L_t - \bar{R}^L_t), (R_t - \bar{R}_t))
\]

\[
1.93 = 0.18 + 0.98 - 2 \cdot (-0.38).
\]

According to this expression, there is a variance of 1.93. Of this, 51 percent is attributable to the variability of the temporary component of the short rate, 9 percent is attributable to the temporary component of the long rate, and a substantial amount (39 percent) is attributable to the covariance between these two expressions.\(^{27}\)

**Simple Rules of Thumb**

Suppose that we observe just the change in the long rate and want to know how much of a change has taken place in the permanent component. Our variance decompositions let us provide an answer to this and related questions below. Specifically, we derive a simple rule of thumb as follows. First, define the change in the permanent component as an unobserved zero-mean variable \(Y_t\). This variable is known to be connected to the observed zero-mean variables \(\Delta R^L_t\) according to the identity \(Y_t = \Delta R^L_t + U_t\), where \(U_t\) is an error. Then we can ask the question: What is the optimal linear estimate of \(Y_t\) given the observed series \(\Delta R^L_t\)? To calculate this measure, \(\hat{Y}_t = b \Delta R^L_t\), we minimize the expected squared errors, \(\text{var}(Y_t - \hat{Y}_t) = \text{var}(Y_t) + b^2 \text{var}(\Delta R^L_t) - 2b \text{cov}(Y_t, \Delta R^L_t)\). The optimal value of \(b\) is the familiar OLS regression coefficient

\[
b = \frac{\text{cov}(Y_t, \Delta R^L_t)}{\text{var}(\Delta R^L_t)}.
\]

Using our estimates of the common stochastic trend, we compute that the variance of long-rate changes is 0.0826 and that the covariance of long-rate and permanent component changes is 0.0802 (see second panel of Table 5). Thus, the coefficient \(b\) takes on a value of 0.97, which leads to the following rule of thumb.

**Long-rate rule of thumb:** If a 1 percent rise (fall) in the long rate occurs, then our calculations suggest that an observer should increase (decrease) his or her estimate of the permanent component by 97 percent of this rise (fall).\(^{28}\)

\(^{27}\) There is also substantial serial correlation in the spread, as well as in the temporary components of the short rate and the long rate. The first order autocorrelations of these series are, respectively, 0.81, 0.72, and 0.93.

\(^{28}\) Of course, we could have devised a similar rule of thumb for the short rate by replacing \(\Delta R^L_t\) by \(\Delta R_t\) in the formula for the coefficient \(b\). The result would have been a much more
A similar rule of thumb can be derived by linking changes in the unobserved temporary component of the short rate \((R_t - \bar{R}_t)\) to the spread.\(^{29}\)

**Spread rule of thumb #1:** If the spread exceeds its mean by 1 percent, then our estimates suggest that the temporary component of short-term interest rates is low by \(-0.71\) percent \((-0.71 = (-1.37)/(1.93))\).

Our two rules of thumb indicate that changes in the long rate are dominated by changes in the permanent component and the level of the spread (relative to its mean) is substantially influenced by the temporary component.

4. RATIONAL EXPECTATIONS TESTS

A hallmark of rational expectations models of the term structure, stressed by Sargent (1979), is that they impose testable cross-equation restrictions on linear time series models. In this section, we describe the strategy behind rational expectations tests along the lines of Sargent (1979) and Campbell and Shiller (1987); we also discuss how to extend the tests to accommodate time-varying term premia. We then implement these tests and find that there is a broad rejection of the rational expectations restrictions that we trace to divergent forecastability of the spread and changes in short-term interest rates.

A Simple Reference Model

To illustrate the nature of the cross-equation restrictions that the expectations theory imposes and to motivate the ensuing discussion of rational expectations tests, consider the following simple model. Suppose that the short-term interest rate is governed by

\[ R_t = \tau_t + x_t, \]

where \(\tau_t\) is a relatively persistent permanent component that we model as a unit root process and \(x_t\) is a relatively less persistent temporary component. In addition, suppose that agents observe \(\tau_t\) and \(x_t\) separately and also understand that these evolve according to

\[ \tau_t = \tau_{t-1} + e_{\tau,t}, \]
\[ x_t = \rho x_{t-1} + e_{x,t}, \]

with \(-1 < \rho < 1\) and with \(e_{\tau,t}, e_{x,t}\) being white noises. Suppose also that the expectations theory holds true. Using equation (2) and setting (1 –

---

29 For this purpose, we interpret \(Y_t\) as the change in the temporary component of the short rate and replace \(\triangle R_t^L\) with the spread (less its mean) in the above formula for \(b\). Based on the third panel of Table 5, the covariance between changes in the temporary component of the short rate and the spread equals \(-1.37\) and the variance for changes in the spread is 1.93.

modest rule of thumb coefficient (0.1651 = 0.1083/0.6559). This smaller coefficient reflects the fact that temporary variations are much more important for the short rate.
\[ \beta \sum_{j=0}^{\infty} \beta^j E_t k_{t+j} = K = 0 \text{ for all } t, \] the dynamics of the long rate can thus be described as\(^{30}\)

\[ R^L_t = (1 - \beta) \sum_{j=0}^{\infty} \beta^j E_t R_{t+j} \]

\[ = (1 - \beta) \sum_{j=0}^{\infty} \beta^j E_t [\tau_{t+j} + x_{t+j}] = \tau_t + \theta x_t, \]

where \( \theta = (1 - \beta)/(1 - \beta \rho) < 1 \) since \( \rho < 1 \) as in Section 2 above. Finally, notice that the spread by definition takes the form

\[ S_t = R^L_t - R_t = (\theta - 1)x_t, \]

which implies that under the expectations theory, the spread is a perfect negative indicator of the temporary component of short-term interest rates.

*Cross-equation restrictions on a stationary VAR system:* By assuming a unit root component \( \tau_t \) in the short rate and the expectations theory being true, we determined above that both the short rate and the long rate in our reference model are stationary in first differences rather than levels. We therefore follow Campbell and Shiller (1987) and study the bivariate system in short-rate changes,

\[ \Delta R_t = \Delta \tau_t + \Delta x_t = e_{\tau,t} + e_{x,t} + (\rho - 1)x_{t-1} \]

\[ = e_{\tau,t} + e_{x,t} + \frac{\rho - 1}{\theta - 1} S_{t-1} = e_{\tau,t} + e_{x,t} + \frac{1 - \beta \rho}{\beta} S_{t-1}, \]

and in the spread,

\[ S_t = (\theta - 1)x_t = \rho S_{t-1} + (\theta - 1)e_{x,t}. \]

Both of these variables are stationary, which has the advantage that testable restrictions are easier to develop in the presence of time-varying, but stationary, term premia.\(^{31}\)

As stressed by Sargent (1979), the expectations theory imposes cross-equation restrictions. In the case of \( \Delta R_t \) and \( S_t \), these restrictions become immediately apparent when we compare the two model equations above to an unrestricted bivariate, first order vector autoregression:

\[ \Delta R_t = a \Delta R_{t-1} + b S_{t-1} + e_{\Delta R,t}. \]

\[ S_t = c \Delta R_{t-1} + d S_{t-1} + e_{S,t}. \]

\(^{30}\) According to the expectations theory, \( K \) does not have to equal zero. For the sake of convenience, we set \( K = 0 \), which can be reconciled with the data if we consider all variables as deviations from their respective means.

\(^{31}\) Such a stationary system is sometimes called a VECM in Phillips’s triangular form. See Hamilton (1994, 576–78) and Appendix C.
In particular, we see that the expectations theory imposes $a = c = 0$, $b = (1 - \beta \rho) / \beta$, $d = \rho$, and $e_{\Delta R_t} = e_{\tau, t} + e_{x, t}$, $e_{S, t} = (\theta - 1)e_{x, t}$. In our econometric analysis below, we will focus on deriving and testing similar restrictions for a more general rational expectations framework that contains the assumption of agents having more information than the econometrician.

Restrictions on a VAR Model

For the purpose of testing the cross-equation restrictions in the data, we adopt a general strategy initially put forth by Sargent (1979). Following Campbell and Shiller (1987), we consider a bivariate VAR in the short-rate change and the spread:

$$\Delta R_t = \sum_{i=1}^{p} a_i \Delta R_{t-i} + \sum_{i=1}^{p} b_i S_{t-i} + e_{\Delta R,t}. \quad (11)$$

$$S_t = \sum_{i=1}^{p} c_i \Delta R_{t-i} + \sum_{i=1}^{p} d_i S_{t-i} + e_{S,t}. \quad (12)$$

In this section, we work under the assumption that the expectations theory is exactly true, which we relax later. Under this condition, term premia are

---

32 VECM regressions like (7) and (8) in the previous section are also restricted by the expectations theory. According to our simple model, the dynamics of short- and long-rate changes take the form

$$\Delta R_t = e_{\tau, t} + e_{x, t} + \frac{1 - \beta \rho}{\beta} S_{t-1},$$

$$\Delta R_{\tau, t} = \Delta \tau_t + \theta \Delta x_t = e_{\tau, t} + \theta e_{x, t} + \frac{1 - \beta}{\beta} S_{t-1}.$$

The second equation for the long-rate change is simply the efficient markets restriction.

33 In our simple model, the VECM approach (discussed in the previous footnote) helps to correctly uncover some features of the data that are not known a priori by the econometrician. First, the temporary component $x_t$ of the short rate is reflected in a temporary component of the long rate, but with a much dampened magnitude for plausible values of $\beta$ and $\rho$. For example, if $1/\beta = 1.005$ and $\rho = 0.8$, then the composite coefficient $\theta$ takes on a value of $0.005/0.025 = 0.2$. Second, the spread is predicted to be a significant predictive variable for interest rates in the VECM, but especially for the temporary component of interest rates. These features of the model appear broadly in accord with the estimated VECM and its outputs, particularly in terms of the implication that there is a much smaller volatility of the temporary component of the long rate than the temporary component of the short rate. In addition, the generally poor predictive performance for changes in the long rate seems consistent with the importance of permanent shocks in that equation, relative to the small effect of the spread. Finally, the spread and the temporary component of the short-term interest rate are negatively associated in the example as in the outputs of the VECM. But other features of the model are at variance with the results obtained via estimating a VECM. In particular, the temporary component of the long rate has a strong positive association with the temporary component of the short rate in the model, while there is a negative correlation in the estimates discussed in the preceding section.

34 The example we discussed above used one lag for analytical convenience, but in this empirical context we use multiple lags to capture the dynamic interactions between the variables more completely.
constant and the expression for the spread in (4) reduces to

\[ S_t = \sum_{j=1}^{\infty} \beta^j E_t \Delta R_{t+j}, \]  

as we saw in Section 3 above. This expression is important for two reasons. First, it says that according to the expectations theory the spread is simply the discounted sum of future expected short-rate changes. Second, in terms of econometrics, it reveals that as long as short rates are stationary in first differences, the spread must be stationary as well.

The derivation of testable restrictions that (13) imposes on (11) and (12) has four key ingredients. First, the law of iterated expectations implies that

\[ E[ E_t \Delta R_{t+j} | \omega_t ] = E[ E[ \Delta R_{t+j} | \Omega_t ] | \omega_t ] = E[ \Delta R_{t+j} | \omega_t ]. \]

Practically, this says that an econometrician’s best estimate of market expectations of future short-rate changes, given a data set \( \omega_t \), is equal to the econometrician’s forecast of these short-rate changes given his or her data. Thus, under the assumption that the expectations theory is exactly true and using the fact that the current spread is in the information set, we can rewrite (13) as

\[ S_t = \sum_{j=1}^{\infty} \beta^j E[ \Delta R_{t+j} | \omega_t ] \]

so that the spread formula is unchanged when the information set is reduced.36

Second, the Wold decomposition theorem guarantees that if \( \Delta R_t \) is stationary, it can be well described by a vector autoregression (possibly of infinite order \( p \)) where the explanatory variables are composed of information \( \Omega_{t-1} \) available to the market at date \( t - 1 \).

35 Note that we have dropped the constant \( K \) from the equation for the sake of notational simplicity. In econometric terms, this simply means that, without a loss of generality, we have to test the expectations theory with demeaned data.

36 As Campbell and Shiller (1987) stress, the explanation for this result is subtle: the expectations theory says that the spread is simply the discounted sum of future expected short-rate changes. Under the null that the theory is true, all the relevant information that market participants use to forecast future short-rate changes must by definition be embodied in the actual spread. As long as \( S_t \) is part of the econometrician’s information set \( \omega_t \), it must thus be the case that \( E[ \sum_{j=1}^{\infty} \beta^j \Delta R_{t+j} | \Omega_t ] = E[ \sum_{j=1}^{\infty} \beta^j \Delta R_{t+j} | \omega_t ] \). It is important to note that this result is conditional on the expectations theory holding exactly. If we relax the null to allow for time-varying term premia or even a simple error term, \( S_t \) no longer embodies all necessary information about expected future short-rate changes.
Third, since we want to derive restrictions on the bivariate system composed of (11) and (12), we define the data set \( \omega_t \) as \( p \) lags of \( \Delta R \) and \( S \) each.\(^{37}\) The econometrician’s best linear one-period forecast of short-rate changes thus becomes 
\[
E[\Delta R_{t+1}|\omega_t] = h_{\Delta R}E[\omega_{t+1}|\omega_t] = h_{\Delta R}M\omega_t,
\]
where \( h_{\Delta R} \) is a selection vector equaling \([1\ 0\ \ldots\ 0]\) and where \( M \) is the companion matrix corresponding to (11) and (12), written in first order form as
\[
\omega_t = M\omega_{t-1} + e_t;
\]
i.e.:
\[
\begin{bmatrix}
\Delta R_t \\
\vdots \\
\Delta R_{t-p+1} \\
S_t \\
\vdots \\
S_{t-p+1}
\end{bmatrix} =
\begin{bmatrix}
a_1 & \ldots & a_p & b_1 & \ldots & b_p & 1 & \ldots \\
1 & & & & & & \ldots \\
c_1 & \ldots & c_p & d_1 & \ldots & d_p & & \\
& \ldots & & & & & 1 & \\
& & \ldots & & & & \ldots
\end{bmatrix}
\begin{bmatrix}
\Delta R_{t-1} \\
\vdots \\
\Delta R_{t-p} \\
S_{t-1} \\
\vdots \\
S_{t-p}
\end{bmatrix} +
\begin{bmatrix}
e_{\Delta R,t} \\
\vdots \\
e_{\Delta R,t} \\
e_{S,t} \\
\vdots \\
e_{S,t}
\end{bmatrix},
\]

Fourth, given \( \omega_t = M\omega_{t-1} + e_t \), multiperiod linear predictions of short-rate changes are easy to form:
\[
E[\Delta R_{t+j}|\omega_t] = h_{\Delta R}M^j\omega_t.
\]
Mapping these forecasts into \( S_t = \sum_{j=1}^{\infty} \beta^j E[\Delta R_{t+j}|\omega_t] \) and expressing \( S_t = h_S\omega_t \) where \( h_S \) is a selection vector with a one in the position corresponding to the spread and zeros elsewhere, we finally derive:
\[
h_S\omega_t = \sum_{j=1}^{\infty} \beta^j h_{\Delta R}M^j\omega_t = h_{\Delta R}M[I - \beta M]^{-1}\omega_t,
\]
or equivalently:
\[
h_S = h_{\Delta R}\beta M[I - \beta M]^{-1}.
\]
Expression (15) represents a set of \( 2p \) cross-equation restrictions that the expectations theory imposes on the bivariate VAR system and that are sometimes called the hallmark of rational expectations models. Specifically, (11) and (12) contain \( 4p \) parameters \( \{a_i\}_{i=1}^{p}, \{b_i\}_{i=1}^{p}, \{c_i\}_{i=1}^{p}, \{d_i\}_{i=1}^{p} \) and \( \{a_i\}_{i=1}^{p} \). However, under the null that the expectations theory holds true, only \( 2p \) of these parameters are free while the remaining half is constrained by the cross-equation restrictions in (15).\(^{38}\)

Working with the same vector autoregression in short-rate changes and the spread, Campbell and Shiller (1987) test such rational expectations restrictions on U.S. data between 1959 and 1983 by means of a Wald test and conclude

---

\(^{37}\) This restriction to the past history of interest rates follows Sargent (1979) and Campbell and Shiller (1987). It would be of some interest to explore the implications of adding other macroeconomic variables.

\(^{38}\) As Campbell and Shiller (1987) note, the cross-equation (15) can be simplified to a linear set of restrictions. Specifically, we can rewrite them as \( h_S[I - \beta M] = h_{\Delta R}\beta M \), which implies that \( a_i = -c_i \) for \( i = 1, \ldots, p \); \( d_1 = 1/\beta - b_1 \); and \( b_i = -d_i \).
### Table 6 VAR Tests of the Expectations Hypothesis

<table>
<thead>
<tr>
<th></th>
<th>Full Sample Estimates (1951.4–2001.11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ΔR&lt;sub&gt;t&lt;/sub&gt;</td>
</tr>
<tr>
<td></td>
<td>unconstrained VAR</td>
</tr>
<tr>
<td>ΔR&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.5782         (0.1095)</td>
</tr>
<tr>
<td>ΔR&lt;sub&gt;t−2&lt;/sub&gt;</td>
<td>0.4580         (0.1124)</td>
</tr>
<tr>
<td>ΔR&lt;sub&gt;t−3&lt;/sub&gt;</td>
<td>0.2192         (0.1125)</td>
</tr>
<tr>
<td>ΔR&lt;sub&gt;t−4&lt;/sub&gt;</td>
<td>−0.0447        (0.0379)</td>
</tr>
<tr>
<td>S&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.9254         (0.1021)</td>
</tr>
<tr>
<td>S&lt;sub&gt;t−2&lt;/sub&gt;</td>
<td>−0.2228        (0.1542)</td>
</tr>
<tr>
<td>S&lt;sub&gt;t−3&lt;/sub&gt;</td>
<td>−0.4233        (0.1552)</td>
</tr>
<tr>
<td>S&lt;sub&gt;t−4&lt;/sub&gt;</td>
<td>−0.1693        (0.1104)</td>
</tr>
</tbody>
</table>

Notes: All variables represent deviations from their respective means. Numbers in parentheses represent standard errors. The likelihood ratio test of the unconstrained VAR against the VAR consistent with the expectations theory (ET) is 35.7131. Since the corresponding critical 0.1 percent \( \chi^2 \) value for 8 degrees of freedom is only 26.1, the restrictions imposed by the ET are strongly rejected.

That the expectations theory is strongly rejected. Alternatively, Sargent (1979) advocates assessing the expectations theory by means of a likelihood ratio test with an asymptotic chi-square distribution, which is the approach that we follow here. The likelihood ratio is \( 2[L_{UVAR} - L_{ETVAR}] \), that is, the difference between the log likelihood values of the unrestricted VAR and the VAR subject to the restriction in (15), respectively. For a given significance level, the restrictions are then rejected if the likelihood ratio is larger than the critical chi-square value for \( 2p \) degrees of freedom.
Table 6 reports the unrestricted and the restricted VAR estimates for our 1951–2001 sample using our reference lag length of \( p = 4 \). Remarkably, none of the restricted point estimates differ by more than two standard errors from their unrestricted counterparts. However, the computed likelihood ratio of 35.71 is larger than the critical 0.1 percent chi-square value of 26.1. Our data set thus comfortably rejects the restrictions imposed by the expectations theory, confirming Campbell and Shiller’s result over a substantially longer time period and using a more appropriate testing procedure.

### Time-Varying Term Premia

The restrictions in (15) are derived from the strong assumption that the expectations theory is exactly true up to term premia that are constant through time, which precludes even measurement error in the spread. Alternatively, we can adapt the testing approach discussed above and derive testable restrictions that allow for certain forms of time-variation in the term premia. To this end, reconsider the general formula (4) that links the long rate to the present value of future expected short rates and the expected term premia. Without imposing any restrictions, the spread can thus be expressed as the sum of two unobserved components:

\[
S_t = F_t + K_t,
\]

where \( F_t = \sum_{j=1}^{\infty} \beta^j E[\Delta R_{t+j}|\Omega_t] \) and \( K_t = (1 - \beta) \sum_{j=0}^{\infty} \beta^j E[k_{t+j}|\Omega_t] \) denote the present value of the market’s expectations about future short-rate changes and term premia, respectively. Combining this expression with the VAR framework \( \omega_t = M\omega_{t-1} + e_t \), we can rewrite (16) as

\[
S_t = E[F_t|\omega_t] + K_t + \xi_t,
\]

where \( \xi_t = F_t - E[F_t|\omega_t] = \sum_{j=1}^{\infty} \beta^j \{ E[\Delta R_{t+j}|\Omega_t] - E[\Delta R_{t+j}|\omega_t] \} \) is the error arising from the fact that the econometrician is using a smaller data set than the market to forecast future short-rate changes. Equivalently, we can...
Table 7  VAR Tests Based on Lagged Information

<table>
<thead>
<tr>
<th>Information Lag</th>
<th>Likelihood Ratio (between unconstrained and constrained VAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>35.7131</td>
</tr>
<tr>
<td>1</td>
<td>32.8594</td>
</tr>
<tr>
<td>3</td>
<td>33.6881</td>
</tr>
<tr>
<td>6</td>
<td>33.6300</td>
</tr>
<tr>
<td>12</td>
<td>35.6203</td>
</tr>
</tbody>
</table>

form expectations conditional on data $\omega_{t-l}$:

$$E[S_t|\omega_{t-l}] = E[F_t|\omega_{t-l}] + E[K_t|\omega_{t-l}],$$  \hspace{1cm} (17)

where we recognize that $E[\xi_t|\omega_{t-l}] = 0$ since $\xi_t$ is uncorrelated by construction with any information in $\omega_{t-l}$.

Finally, we impose that the term premia $K_t$ is unforecastable from information $\omega_{t-l}$, that is, $E[K_t|\omega_{t-l}] = 0$. Under this assumption, which is weaker than the assumption $K_t = 0$ employed in the tests of the expectations theory discussed earlier, we obtain the following testable restrictions:

$$hSM^l = h_{\Delta R} \beta M[I - \beta M]^{-1} M^l,$$  \hspace{1cm} (18)

where we used the same arguments as above to rewrite $E[S_t|\omega_{t-l}] = h_SM^l \omega_{t-l}$ and $E[F_t|\omega_{t-l}] = h_{\Delta R} \beta M[I - \beta M]^{-1} M^l \omega_{t-l}$.\(^{43}\) This strategy is suggested by the fact that Sargent (1979) actually tests the expectations theory by considering such a relaxed form of the cross-equation restrictions with $l = 1$ (i.e., a one-period lag in the information set).

The restrictions in (18) can be evaluated using a likelihood ratio test similar to that used above, which compares the fit of the constrained and unconstrained vector autoregressions. Because of the assumed stationarity of the joint process for spreads and short-rate changes, the eigenvalues of the companion matrix $M$ are all smaller than one in absolute value. It must be the case, then, that the restrictions are satisfied as $l$ becomes very large, since both sides of the equation contain only zeros in the limit. However, restrictions of the form of (18) are valid and interesting so long as the researcher is willing to assume that term premia are unforecastable at some intermediate horizon.

\(^{43}\) It might appear that one could “divide out” the terms $M^l$ from both sides of (18), restoring the restrictions (15). However, the matrix $M$ can be shown to be singular if $E[K_t|\omega_{t-l}] = 0$ is true (Kurmann [2002a]).
Table 7 reports likelihood ratios of the unrestricted VAR against the VAR subject to the restrictions in (18) for the forecasting horizons \( l = 1, 3, 6, \) and 12.\(^{44}\) Notably, the restrictions are rejected for all of these lags. Thus, while the cointegration tests of Section 3 indicate that variations in the term premia are stationary, the results of Table 7 show that departures from the expectations theory are not only due to high-frequency deviations but also occur at intermediate, business cycle frequencies.

5. EXPECTATIONS AND THE SPREAD

The preceding section illustrates that the cross-equation restrictions implied by the expectations theory are soundly rejected, even when we allow for some limited time-variation in the term premia. However, as Campbell and Shiller (1987) argue, statistical tests of the cross-equation restrictions may be “highly sensitive to deviations from the expectations theory—so sensitive, in fact, that they may obscure some of the merits.”\(^{45}\) In other words, even if the theory is not strictly true, it may contain important elements of the truth. This section builds on the ingenious approach of Campbell and Shiller (1987) in computing an estimate of the expectations component of the spread—which they call a “theoretical spread”—in order to shed more light on this issue. This approach also permits us to (i) extract an estimate of the term premium and (ii) to derive a rule of thumb linking the observed spread to unobserved expectations concerning temporary variations in the short-term interest rate.

Decomposing the Spread in Theory

Our discussion above stresses that the observed spread is the sum of two unobserved components, \( S_t = F_t + K_t \), which we call the expectations and term premium components. From (17) above, we know that the spread conditional on the econometrician’s information set \( \omega_{t-l} \) can be written as:

\[
E[S_t|\omega_{t-l}] = E[F_t|\omega_{t-l}] + E[K_t|\omega_{t-l}].
\]

Under the expectations theory, we assumed that \( E[K_t|\omega_{t-l}] \) is constant (or zero in deviations from the mean). In this section, we alternatively calculate an estimate of the expectations component given an information set and compare it to the prediction of the spread conditional on that same information set. From our results above, we know that the expectations component can be formed as

\[
E[F_t|\omega_{t-l}] = \sum_{j=1}^{\infty} \beta^j E[\Delta R_{t+j}|\omega_{t-l}] = h \Delta R \beta M [I - \beta M]^{-1} M' \omega_{t-l}, \text{ and}
\]

\[^{44}\text{The variables in the information set } \omega_{t-l} \text{ remain the same as for the cross-equation restriction tests above (i.e., } \omega \text{ consists of lags of } \Delta R \text{ and } S \text{). However, it would be interesting to assess the robustness of the reported results if we included additional variables that are likely to help forecast changes in the short rate.}

\[^{45}\text{Campbell and Shiller (1987, 1080).}\]
we also know that the predicted spread can be calculated as \( E[S_t|\omega_{t-1}] = h_s M' \omega_{t-1} \). In these formulas, the coefficients from an unrestricted VAR are used to provide the elements of the matrix \( M \) that are relevant to forecasting. The difference between the two expressions, \( E[K_t|\omega_{t-1}] = E[S_t|\omega_{t-1}] - E[F_t|\omega_{t-1}] \), is an implied variation in the term premium.

**Decomposing the Spread in Practice**

In view of the results from the prior section, we calculate two decompositions of the spread, based on different information sets.

Current information: We begin by calculating an estimate of the expectations component and the residual term premium using current information \( \omega_t \). In this setting, which corresponds to the analysis of Campbell and Shiller (1987), \( E[S_t|\omega_t] \) simply equals the actual spread and \( E[F_t|\omega_t] = h_{\Delta R} \beta M[I - \beta M]^{-1} \omega_t \).

Panel A of Figure 5 shows that the expectations component (the spread under the expectations theory) is strongly positively correlated with the actual spread (correlation coefficient = 0.99) and displays substantial variability. Panel B of Figure 5 shows the spread and the term premium (the gap between
Table 8  Summary Statistics for Expectations Component/Term Premium Decomposition

<table>
<thead>
<tr>
<th></th>
<th>Full Sample Estimates (1951.4–2001.11)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A. Based on Current Information</td>
<td></td>
</tr>
<tr>
<td>Spread</td>
<td>Expectations</td>
<td>Term Premium</td>
</tr>
<tr>
<td>1.9318</td>
<td>1.3339</td>
<td>0.5979</td>
</tr>
<tr>
<td>0.9923</td>
<td>0.9355</td>
<td>0.3984</td>
</tr>
<tr>
<td>0.9633</td>
<td>0.9225</td>
<td>0.1994</td>
</tr>
<tr>
<td></td>
<td>B. Based on 6-months Forecasts</td>
<td></td>
</tr>
<tr>
<td>Spread</td>
<td>Expectations</td>
<td>Term Premium</td>
</tr>
<tr>
<td>0.6495</td>
<td>0.4264</td>
<td>0.2231</td>
</tr>
<tr>
<td>0.9998</td>
<td>0.2800</td>
<td>0.1464</td>
</tr>
<tr>
<td>0.9995</td>
<td>0.9987</td>
<td>0.0767</td>
</tr>
</tbody>
</table>

Notes: Statistics correspond to Figures 5 and 6. Each panel contains a 3 by 3 matrix. On the diagonal, variances are reported (e.g., the variance of 6-months forecasts of the spread is 0.6495). Above the diagonal, covariances are listed (e.g., the covariance between the spread and expectations in the current information case is 1.3339). Below the diagonal, the corresponding correlation is reported (e.g., the correlation between the spread and expectations in the current information case is 0.9923).

The residual term premium is much less variable.

It is useful to consider a decomposition of variance for the spread, similar to that which we used for permanent and temporary components in Section 3:

\[
var(S_t) = var(F_t | \omega_t) + var(K_t | \omega_t) + 2 \times cov(F_t | \omega_t, K_t | \omega_t)
\]

\[
1.93 = 0.94 + 0.20 + 2 \times (0.40)
\]

Panel A of Table 8 reports second moments of the spread, the expectations component and the term premia. The variance of the spread is 1.93 (as noted in the derivation of the first spread rule of thumb), while the variance of the expectations component is 0.94. Since their respective standard deviations are not too different (1.39 and 0.97, respectively) and since they are virtually perfectly correlated, it is not surprising that a glance at the first panel of Figure 5 leads one to think that the expectations component explains most of the spread. By contrast, the standard deviation of the estimated term premium is much smaller (0.45), so it is natural to downplay its contribution after glancing at the second panel. But as panel A of Table 8 indicates, there is a very high estimated correlation of changes in the term premium and changes in the expectations component (0.94), so there is a substantial contribution to variability in the spread that arises from the covariance term (0.80 of a total of 1.93).
Economically, the spread appears excessively volatile relative to the estimated expectations component because there is a tendency for periods of high expectations components to occur when the term premium is also high. Looking back to the first test of rational expectations restrictions, Figure 5 provides insight into why the cross-equation restrictions are rejected, since it highlights the distinct behavior of the spread and the expectations component. The spread contains information about the temporary component of interest rates highlighted by the expectations theory, but there are important departures as well.

Results based on lagged information: Figure 6 and panel B of Table 8 use forecasts from the vector autoregression, using information six months previous. In panel A of Figure 6, the actual spread $S_t$ and the forecast $E S_t_{\omega t-6}$ are plotted. While these series move together, the forecasted spread is much less volatile than the actual spread (the variance of the forecasted spread is 0.65, which is about one-third of the actual spread’s variance of 1.95). In panel B, the forecasted spread $E S_t_{\omega t-6}$ and the forecasted expectations component $E F_t_{\omega t-6}$ are plotted. While the forecasted expectations component is highly correlated with the forecasted spread, it is clearly less volatile as well. In panel C, the forecasted spread $E S_t_{\omega t-6}$ and the forecasted term premium component $E K_t_{\omega t-6} = E S_t_{\omega t-6} - E F_t_{\omega t-6}$ are plotted. This residual is positively associated with $E S_t_{\omega t-6}$, with a near-perfect correlation. Its variance (0.076) is also somewhat more than one-third of the variance of the term premium measure $E K_t_{\omega t}$ that is shown in Figure 5.

This figure illustrates, we conjecture, why the rational expectations restrictions are rejected when the information set is lagged, as reported previously in Table 7 and discussed in detail above. The deviations of the forecastable part of the spread $E S_t_{\omega t-6}$ from the forecastable part of the expectations component $E F_t_{\omega t-6}$ appear important. Indeed, there is some evidence that $E K_t_{\omega t-6}$ are more serially correlated than either $E S_t_{\omega t-6}$ or $E S_t_{\omega t-6}$, as opposed to being unforecastable in the manner required for the rational expectations restrictions to be satisfied.

A Second Rule of Thumb for the Spread

If the spread rises by 1 percent, then how great a rise in the expectations component should an observer infer has occurred? This is a natural question, analogous to one earlier posed for the temporary component of the nominal interest rate, identified via the VECM. Since the variance of the spread is 1.93 and the covariance between the spread and the expectations component is 1.33, the rule

\footnote{While these are point estimates and do not take into account uncertainty implied by the fact that the unrestricted VAR is estimated rather than known, preliminary results in Kurmann (2002b) suggest that there may not be too much uncertainty in our context.}
of thumb coefficient is $b = 0.69 = 1.33/1.93$. Hence, we have the following.

**Spread rule of thumb #2:** *If the spread exceeds its mean by 1 percent, then our estimates suggest that the expectations component is high by 0.69 percent.*

Earlier, we derived a very similar implication—a coefficient of 0.71 but with an opposite rule sign—for the link between the temporary component of the short-term interest rate and the spread. It is not an accident that these two measures are very closely associated. The temporary component of the short-term rate is defined as $R_t - \bar{R}_t$, with $\bar{R}_t = R_{t-1} + \lim_{k \to \infty} \sum_{j=0}^{k} E_t \Delta R_{t+k}$. It
is accordingly given by $R_t - \bar{R}_t = -[\lim_{k \to \infty} \sum_{j=1}^{k} E_t \Delta R_{t+j}]$. The expectations component studied in this section is $E[F_t | \omega_{t-l}] = \sum_{j=1}^{\infty} \beta^j E_t [\Delta R_{t+j}]$.

In each case, the expectations terms are made operational by use of very similar linear forecasting models; there are small differences because $\beta$ is slightly smaller than one, but the essential theoretical and empirical properties are very similar except for the change in sign.

6. FOCUSING ON RECENT HISTORY

Many studies of recent macroeconomic history document changes in the pace and pattern of macroeconomic activity that have occurred over the past two decades.\(^{47}\) Other studies suggest that a major reason for these changes is that the Federal Reserve System has altered its behavior in important ways. For example, Goodfriend (1993) argues that the U.S. monetary policy decision-making came of age—gaining important recognition and credibility—during this period, after having earlier traveled on a wide-ranging odyssey. Accordingly, in this section, we explore how some key features of our previous analysis change if we restrict attention to 1986.7–2001.11. The start date of this period was selected as descriptive of recent U.S. monetary policy with increased credibility, following the narrative history of Goodfriend (2002): it includes the last few years of the Volcker period and the bulk of the Greenspan period. We focus our attention on two sets of issues. First, how did the estimated variability in the permanent component of interest rates change during this period? Second, how did the estimated importance of the expectations effects on the long-short spread change during this period?

The Stochastic Trend in Interest Rates

One important conclusion from our earlier analysis is that there is a common stochastic trend in interest rates, which is closely associated with the long rate. To conduct the analysis for the recent period, we start by reestimating the VECM discussed in Section 3 and reported in Table 4. Then, we calculate the permanent component suggested by this specification, producing the results reported in Figure 7 and Table 9.

We focus on two main results. First, as Figure 7 shows, the stochastic trend continues to be an important contributor to the behavior of both the long-term and short-term interest rates. As in the full sample period, it is closely associated with the long rate. Further, it is much less closely associated with the short rate.

\(^{47}\) For example, see Blanchard and Simon (2001) or Stock and Watson (2002).
Table 9  Summary Statistics for Two Decompositions

<table>
<thead>
<tr>
<th></th>
<th>Subsample Estimates (1951.4–2001.11)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A. Short-Rate Changes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>Permanent</td>
</tr>
<tr>
<td>0.4409</td>
<td>-0.0003</td>
<td>0.4411</td>
</tr>
<tr>
<td>-0.0019</td>
<td>0.0476</td>
<td>-0.0478</td>
</tr>
<tr>
<td>0.9501</td>
<td>-0.3137</td>
<td>0.4890</td>
</tr>
<tr>
<td></td>
<td>B. Long-Rate Changes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>Permanent</td>
</tr>
<tr>
<td>0.0636</td>
<td>0.0536</td>
<td>0.0100</td>
</tr>
<tr>
<td>0.9747</td>
<td>0.0476</td>
<td>0.0061</td>
</tr>
<tr>
<td>0.6314</td>
<td>0.4422</td>
<td>0.0039</td>
</tr>
<tr>
<td></td>
<td>C. Spread</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Spread</td>
<td>Expectations</td>
</tr>
<tr>
<td>1.8917</td>
<td>1.4574</td>
<td>0.4343</td>
</tr>
<tr>
<td>0.9950</td>
<td>1.1341</td>
<td>0.3232</td>
</tr>
<tr>
<td>0.9475</td>
<td>0.9108</td>
<td>0.1111</td>
</tr>
</tbody>
</table>

Notes: Each panel contains a 3 by 3 matrix in a manner similar to Tables 5 and 8. On the diagonal, variances are reported. Above the diagonal, covariances are listed. Below the diagonal, the corresponding correlation is reported.

Panel B of Table 9 provides more detail. It shows that changes in the common stochastic trend (permanent component) have a variance of 0.048, which is less than one-half of the comparable variance reported in Table 5. Thus, there is evidence that the stochastic trend is less important for both short-term and long-term interest rates. We can measure this reduced influence on our rule of thumb. Based on the full sample, we calculate that a 1 percent rise in the long rate should bring about a 97 percent rise in the predicted permanent component. On the recent sample, this rule-of-thumb coefficient is smaller: a 1 percent rise should bring about only a 84 percent increase in the predicted permanent component.48 Yet, while the effect is smaller, changes in long rate still strongly signal changes in the stochastic trend.

48 In terms of elements of Table 9, the rule-of-thumb coefficient is calculated as $b = \frac{0.0536}{0.0636} = 0.84$. 

Another important conclusion of our analysis above is that the spread is an indicator of forecastable temporary variation in short-term interest rates and, in particular, of market expectations of these variations. Figure 8 and panel C of Table 9 show that this relationship has been maintained and, indeed, has apparently gained strength during the recent period. In particular, if we look at rule of thumb #2 for the spread, which indicates the extent to which a high spread should be interpreted as reflecting a high expectations component, then the rule-of-thumb coefficient is $0.77 = 1.46/1.89$ for the recent period, whereas it was only 0.69 for the entire sample period.49

In sum, the two reported differences for this more recent period are intriguing, and it is natural to think about possible sources of the change in

49 We think that a natural next stage of research involves a more systematic inquiry into the evolving nature of the links between short-term rates and long-term rates. For example, Watson (1999) argues that increased persistence in short-term interest rates—which in our case would involve evolving VAR coefficients—helps explain the increased variability of long-term rates from the 1965–1978 period to the 1985–1998 period. This section, by contrast, argues that the changes in the persistent component in interest rates (the stochastic trend) were less important during 1986–
stochastic properties of the term structure. For example, we might conjecture that the reduced importance of the permanent component is the result of a more credible, inflation-stabilizing monetary policy. Given the lack of structure in our present analysis, however, it is impossible to support such a claim with statistical evidence or to quantify its importance compared to other potential explanations. Rather, we consider that these findings highlight a topic that warrants further investigation.

7. SUMMARY AND CONCLUSIONS

We conclude that expectations about the level of interest rates are very important for the behavior of long-term interest rates on two dimensions. First,
changes in the long-term interest rate substantially reflect changes in the permanent component (stochastic trend) in the level of the short-term rate. Second, the spread between long-term and short-term rates depends heavily on a temporary component (deviations from stochastic trend) of the level of short-term rates. Although the strong form of the expectations theory is rejected by a battery of statistical tests, it remains a workable approximation for many applied purposes. Changes in the long rate are largely a signal that the common trend in rates has shifted; a high spread is an important signal that future short rates will rise. More specifically, we provide rules of thumb for interpreting the expectations component of changes in long rates and the level of the long-short spread.

While the expectations theory is rejected, our rational expectations statistical approach is constructive in highlighting the ways in which the linear expectations theory of the term structure fails. The nature of predictable departures from the expectations theory, which we interpreted as time-varying term premia, suggests to us the importance of studying linkages between these factors and the business cycle, since our analysis indicates that these were not simply high frequency deviations.

Finally, the econometric methods that we use are nonstructural, in that they do not take a stand on the specific economic model that determines short-term rates. Nevertheless, the results of our investigation do make some suggestions about the shape that structural models must take, since they indicate the presence of a stochastic trend in the level of the interest rate. Recent research on monetary policy rules, as exemplified by Clarida, Gali, and Gertler (1999), almost invariably assumes that the short-term interest rate is governed by a stable behavioral rule of the central bank, linking it simply to the level of inflation and the level of the output gap, a specification which would preclude such shifts in trend interest rates when incorporated into most macroeconomic models. Our results suggest that a crucial next step in the analysis of monetary policy rules must be the exploration of specifications that can give rise to a stochastic trend in interest rates. In addition, most current macroeconomic models would generally ascribe such shifts in interest rate trends to shifts in inflation trends. Our results thus suggest the importance of an analysis of the interplay between trend inflation, the long-term rate, and monetary policy.

---

**APPENDIX A: THE SHILLER APPROXIMATION**

The purpose of this appendix is to derive and exposit Shiller’s approximate equation for the yield on a long-term bond. For a coupon bond of arbitrary maturity, $N$, the yield-to-maturity is the interest rate that makes the price
equal to the present discounted value of its future cash flows \(\{C_{t+j}\}\), which may include both coupons and face value:

\[
P_t^L = \sum_{j=1}^{N} \frac{C_{t+j}}{(1 + R_t^L)^j}.
\]

In the particular case of a bond with infinite term, which is commonly called a consol, the relationship is

\[
P_t^L = \sum_{j=1}^{\infty} \frac{C}{(1 + R_t^L)^j} = \frac{C}{R_t^L}.
\]

Between \(t\) and \(t+1\), the holding period yield on any coupon bond is given by

\[
H_{t+1} = \frac{P_{t+1} + C - P_t}{P_t}.
\]

Accordingly, the holding-period yield on a consol is given by

\[
H_{t+1} = \frac{(C/R_{t+1}^L) + C - (C/R_t^L)}{(C/R_t^L)} = \frac{(1/R_{t+1}^L) + 1}{(1/R_t^L)} - 1.
\]

The ratio \(R_t^L/R_{t+1}^L\) is approximately \(1 + \theta(R_t^L - E_t R_{t+1}^L)\) via a first order Taylor series approximation about the point \(R_t^L = R_{t+1}^L = R_L^L\), \(\theta = 1/R_L^L\). It then follows that the holding-period yield is approximately

\[
H_{t+1} = \theta(R_t^L - R_{t+1}^L) + R_t^L.
\]

Notice that small changes in the yield \(R_t^L - R_{t+1}^L\) have large implications for the holding-period yield \(H_{t+1}\) because \(\theta\) is a large number. For example, if the annual interest rate is 6 percent and the observation period is one month, then \(\theta = 1/(0.06) = 200\). Defining \(\beta = 1/(1 + R_t^L)\), this expression can be written as

\[
H_{t+1} = \frac{1}{1-\beta} R_t^L - \frac{\beta}{1-\beta} R_{t+1}^L,
\]

which is convenient for the discussion below.

Suppose next that this approximate holding-period yield is equated (in expected value) to the short-term interest rate \(R_t\) and a term premium \(k_t\). Then, it follows that

\[
E_t H_{t+1} = E_t[\frac{1}{1-\beta} R_t^L - \frac{\beta}{1-\beta} R_{t+1}^L] = R_t + k_t,
\]

or

\[
R_t^L = \beta E_t R_{t+1}^L + (1 - \beta)(R_t + k_t),
\]

which is the form used in the main text. This derivation highlights the fact that the linear coefficient \(\beta\) may “drift” over time if the average level of the long rate is very different. It also highlights the fact that this term structure formula is an approximation suitable for very long-term bonds.
APPENDIX B: FORECASTING WITH THE VECM

We estimate a VECM of the form
\[
\Delta R_t = a(B)\Delta R_{t-1}^L + b(B)\Delta R_{t-1} + f S_{t-1} + e_{Rt}
\]
\[
\Delta R_t^L = c(B)\Delta R_{t-1}^L + d(B)\Delta R_{t-1} + g S_{t-1} + e_{Lt},
\]
where \(B\) is the backshift (lag) operator. We note that this difference between these two equations is
\[
\Delta S_t = [c(B) - a(B)]\Delta R_{t-1}^L + [d(B) - b(B)]\Delta R_{t-1} - (g - f) S_{t-1} + (e_{Lt} - e_{Rt}),
\]
so that we can write
\[
S_t = [c(B) - a(B)]\Delta R_{t-1}^L + [d(B) - b(B)]\Delta R_{t-1} - (1 + g - f) S_{t-1} + (e_{Lt} - e_{Rt}),
\]
so that it is easy to write the system in state space form defining \(x_{t-1} = [\Delta R_{t-1} \Delta R_{t-2} \ldots \Delta R_{t-p} \Delta R_{t-1}^L \Delta R_{t-2}^L \Delta R_{t-p}^L S_{t-1}]\), which captures all of the predictor variables in these three equations. The main state equation is of the form
\[
x_t = M x_{t-1} + Ge_t,
\]
with the elements being
\[
x_t = \begin{bmatrix}
\Delta R_t \\
\vdots \\
\Delta R_{t-p+1}^L \\
\Delta R_t^L \\
\vdots \\
\Delta R_{t-p+1}^L \\
S_t
\end{bmatrix},
\]
\[
M = \begin{bmatrix}
a_1 & \ldots & a_p & b_1 & \ldots & b_p & 0 \\
1 & \ldots & 0 \\
c_1 & \ldots & c_p & d_1 & \ldots & d_p & 0 \\
\vdots \\
c_1 - a_1 & \ldots & c_p - a_p & d_1 - b_1 & \ldots & d_p - a_p & 1 + g - f \\
1 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 1. \\
\vdots \\
-1 & 1
\end{bmatrix},
\]
\[
Ge_t = \begin{bmatrix}
e_{Rt} \\
e_{Lt}
\end{bmatrix}.
\]
APPENDIX C: VARIOUS COINTEGRATED MODELS

In this appendix, we want to demonstrate that the vector autoregression system estimated by Campbell and Shiller (1987) implies a vector error correction model with the cointegrating vector $[1 -1]$. The discussion is a specific case of the existence of a Phillips triangular form for a cointegrated system (see Hamilton [1994, 576–78]).

We write the vector error correction model as

$$\Delta R_t^L = a(B) \Delta R_{t-1}^L + b(B) \Delta R_{t-1} + f(R_{t-1}^L - R_{t-1}) + e_{Lt}$$

$$\Delta R_t = c(B) \Delta R_{t-1}^L + d(B) \Delta R_{t-1} + g(R_{t-1}^L - R_{t-1}) + e_{Rt},$$

where $B$ is the back-shift (lag) operator.

We write the VAR system of the CS form as

$$S_t = g(B) S_{t-1} + h(B) \Delta R_{t-1} + e_{St}$$

$$\Delta R_t = i(B) S_{t-1} + j(B) \Delta R_{t-1} + e_{Rt}.$$ 

Finding the first equation in the VECM: Add the second equation of the VAR to the first, resulting in

$$R_t^L - R_{t-1} = [g(B) + i(B)] S_{t-1} + [h(B) + i(B)] \Delta R_{t-1} + (e_{St} + e_{Rt}).$$

Reorganize this as

$$R_t^L - R_{t-1} = [1 + g(1) + i(1)] S_{t-1} + [g(B) - g(1) + i(B) - i(1)] S_{t-1} + [h(B) + i(B)] \Delta R_{t-1} + (e_{St} + e_{Rt}),$$

where $g(1)$ is the sum of coefficients in the $g$ polynomial (and similarly for $i$). Since the coefficients in $[g(B) - g(1)]$ sum to zero by construction, it is always possible to factor $[g(B) - g(1)] = \gamma(B)(1 - B)$ with $\gamma(B)$ having one less lag than $g(B)$. Further, we can similarly write $i(B) - i(1) = \phi(B)(1 - B)$. Hence, we can write the above equation as

$$R_t^L - R_{t-1} = [1 + g(1) + i(1)] S_{t-1} + [\gamma(B) + \phi(B)](\Delta R_{t-1}^L - \Delta R_{t-1}) + [h(B) + i(B)] \Delta R_{t-1} + (e_{St} + e_{Rt}),$$

which takes the general form of the VECM equation with suitable definitions of $a(B)$ and $b(B)$.

Finding the second equation in the VECM: Similarly, we can rearrange the second equation above as

$$\Delta R_t = [i(B) - i(1)] S_{t-1} + j(B) \Delta R_{t-1} + i(1) S_{t-1} + e_{Rt}. $$
Hence,

\[ \Delta R_t = \phi(B) \Delta R_{t-1}^L + [j(B) - \gamma(B)] \Delta R_{t-1} + i(1)S_{t-1} + \epsilon_{Rt}, \]

which is the same form as the second equation of the VECM system. Thus, the Campbell-Shiller VAR implies a VECM.
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