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Paying for college in the
21st century has grown
increasingly expensive.

Both public and private schools
of higher education have ratch-
eted up their tuitions, and
campus housing costs have also
gone up. Meanwhile, student
loans, while still widely avail-
able, don’t always cover the full
cost of a college education. 
To fill in the gaps, many students
are turning to a financial instru-

ment that wasn’t available to most of them just a couple 
of decades ago — credit cards.

In this issue of Region Focus, we examine the 
consequences of student debt, especially credit card 
debt. Are young people getting in over their heads? We 
consider the market for unsecured student borrowing from
the perspective of both the consumer and the creditor. 
In looking closely at the question of whether youth debt 
is a big problem, we come away with a more ambiguous
answer than you might have read elsewhere.

The most urgent question to address is whether creditors
are unfairly taking advantage of a naïve population — young
people with no significant income. The evidence suggests
that this isn’t happening, or at least that it isn’t widespread.
While studies show that most college students do have
credit cards, their balances are actually lower today than
they were in the late 1990s.

I have written before in these pages that protecting 
some borrowers at the expense of limiting the availability 
of credit to the many is rarely a good idea. In my mind, 
the case of student debt is no exception. Yes, there are 
cases when borrowers are victims of unscrupulous creditors. 
But to restrict credit based on wide-ranging characteristics
— such as an adult borrower’s age — is to use an overly blunt
instrument. A better, more precise set of tools are the 
metrics that credit card issuers themselves use in deciding
who is creditworthy and on what terms.

In fact, creditors have used technological advances 
to develop highly sophisticated systems for screening 
customers. As a result, credit cards now offer much lower
rates than in years past and are available to a wider range 
of potential clients. This is not a bad thing. It has allowed 
a whole new set of people to smooth their consumption 
in line with their expected future earnings. Though it might
at first seem counterintuitive that credit cards would be
available to students with no regular income, this practice 
is actually based on the reasonable assumption that students
will soon enter the work force and become loyal customers.

PRESIDENT’SMESSAGE
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I do not mean to downplay the very real issue of whether
Americans are consuming too much and saving too little,
especially those nearing retirement. But on the subject of
student debt, I would point out an interesting observation.
As our article notes, students’ credit card balances tend 
to rise the closer they get to graduation. This is entirely
rational, and the sort of thing that shouldn’t alarm us.
Knowing they are about to complete their studies and
begin drawing a paycheck, most students seem to be 
making sound judgments about their future ability to pay
down debt loads. Likewise, credit card issuers are 
pragmatically raising balance limits on older students,
whose likelihood of being able to repay statistically 
increases with graduation.

Additionally, if there is one kind of debt economists
generally agree is “good,” it’s the sort taken on to finance
education. The payoffs from investments in human capital
are overwhelmingly positive. This premise holds even
today, amid rising tuition costs. We should be encouraging
more people to invest in their future earning power, 
and the best way to do that is to earn a college diploma. 
In this light, the emergence of credit cards in financing 
college ought not to be such a cause for concern. Amid 
rising tuitions and campus living expenses, credit cards 
and student loans together constitute a bundle of tools
that students use on their way to a bachelor’s degree 
and beyond.

Targeted policies to curb abusive credit card lending
practices are in place. Useful, too, can be educating youthful
consumers about the sometimes unforgiving world of 
unsecured debt. Helping would-be cardholders better
understand the basic trade-offs — both the benefits and the
costs — of taking on credit card debt would be beneficial
not only when they are making such immediate choices 
but also when they are confronted with future financial
decisions. Unnecessarily broad restrictions, on the other
hand, are more likely to harm the general welfare than
improve it. From a typical college student’s perspective, 
having a credit card might be a much better situation than
not even being eligible for one. 

JEFFREY M. LACKER
PRESIDENT
FEDERAL RESERVE BANK OF RICHMOND

Credit Cards on Campus
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Walking down the marble
hallways of the Eccles
Building, Ben Bernanke

follows in the footsteps of the previ-
ous Chairman of the Federal Reserve
Board of Governors, Alan Greenspan.
Bernanke’s legendary predecessor is a
tough act to follow, but it’s easy to for-
get that Greenspan had big shoes to
fill when he stepped into the
Chairman role in August 1987.

Paul Volcker, with his 6-foot-7-inch
stature and forceful personality,
earned the respect of central bankers
and financial markets around the
world. From 1979 to 1987, Volcker took
aim at the double-digit price growth
plaguing the U.S. economy and
wringed out excess dollars from the
money supply, even if such actions had
short-run recessionary consequences.
His determination secured the pub-
lic’s confidence that the Fed would
protect price stability, helping to
reverse inflation expectations that had
built up during the 1960s and ’70s. 

Like Volcker, Greenspan focused
on inflation. He expressed this posi-
tion several times during his July 1987
Senate confirmation hearing. In a
response to one senator’s question

about what he thought appropriate
targets for monetary policy should be,
Greenspan noted that the Fed’s pri-
mary goal is to “set an environment in
which steady long-term maximum
economic growth is feasible in our
economy.” In meeting that goal, the
Fed needed to be very careful not to
“allow the inflation genie out of the
bottle, because that will clearly under-
cut that goal.”

A week after taking office,
Greenspan immediately acted against
inflationary pressures. But his offen-
sive would be put on hold after Black
Monday, Oct. 19, 1987. The Dow Jones
Industrial Average plummeted 508
points, or 23 percent. Greenspan’s
response would be a precursor to how
the Fed would deal with a crisis of con-
fidence in financial markets. It would
also stir debate over how monetary
policy should be conducted during a
crisis and how much discretion a Fed
Chairman should have in general.

Into the Valley 
The macroeconomic conditions that
Greenspan inherited from Volcker
were less volatile than what Volcker
faced when he became Fed Chairman
in 1979. 

Year-to-year changes in the
Consumer Price Index had reached a
high of 11.3 percent after wildly fluctu-
ating during the 1970s, while Fed
credibility at keeping inflation stable
had reached a low. Over the next few
years, Volcker worked to reduce the
amount of money and credit available
and rebuild confidence in the Fed’s
inflation-fighting resolve, which even-
tually reduced people’s expectations
of future price increases. 

By 1987, the annual rate of inflation
had fallen to 3.6 percent. It was up to
Greenspan to maintain the Fed’s
restored credibility and use it to 
manage inflation expectations. 
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Initiation by Fire
B Y  C H A R L E S  G E R E N A

President Ronald Reagan,
right, watches as 

Vice President George Bush,
left, swears in Alan

Greenspan as the new
Chairman of the Federal

Reserve Board during 
a ceremony at the White

House on Aug. 11, 1987.
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Alan Greenspan
faced a stock 
market crash just
two months after
becoming Fed
Chairman in August
1987.  His response 
would reverberate
over the next three
years, and beyond
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It wasn’t going to be a cakewalk,
though. Oil prices nearly doubled
between 1986 and 1987, and the unem-
ployment rate was falling. Neither
factor alone would have automatically
pushed up average price levels, since
competitive pressures often prevent
companies from passing along higher
input costs, and there was only mixed
evidence of resurging inflation at the
time. Still, bond prices dropped and
long-term interest rates on mortgages
and other loans soared during the first
half of 1987. 

“There was some concern at the
time that the economy was over-
heated, and some fear that inflation
[was] drifting back up and the progress
that Volcker had made in getting it
down would prove to be temporary,”
recalls Benjamin Friedman, a
Harvard University economist who
has studied monetary and fiscal
policy.

Meanwhile, fiscal policy wasn’t
doing much to assuage inflation
fears. Tax cuts and increased 
government spending produced
large federal budget deficits.

While Greenspan was widely
considered to be the best choice, it
was a tough job to replace “Tall
Paul.” Greenspan was an unknown
quantity as a monetary policymaker
in the eyes of central bankers and
financial market participants over-
seas. While appointees to the
Board of Governors were usually
macroeconomists from the banking
and securities industries, his under-
standing of the economy came from
his work as a corporate consultant and
a director on the boards of manufac-
turers like Alcoa and General Foods.

“He was a crackerjack domestic
nonfinancial economist, intimately
familiar with the data stream on the
present and future prospects of the
industrial sector in America. But
[being Fed Chairman] was a financial
job, with both national and interna-
tional dimensions, and he would have
some work to do to come up to speed,”
wrote David McClain in his 1988 book
Apocalypse on Wall Street. McClain
served as senior staff economist for

the Council of Economic Advisers
during the Carter administration. 

While it honed Greenspan’s ability
to reach a consensus among people 
of differing viewpoints, his political
experience counted against him as
well. After serving as Richard Nixon’s
economic policy adviser during the
1968 presidential campaign, Greenspan
advised Gerald Ford as chairman of
the president’s Council of Economic
Advisers from 1974 to 1977. Later, he
joined President Reagan’s Economic
Policy Advisory Board in 1981 and 
co-chaired his bipartisan commission
on Social Security reform from 1981 
to 1983.

Given these Republican ties, plus
the fact that six out of the seven mem-
bers of the Board of Governors would

be Reagan appointees, some people
labeled Greenspan a political partisan
who wouldn’t have the gumption to
tighten monetary policy if necessary.
“Investors feared that Greenspan
would not be the aggressive inflation
fighter that Volcker had been and that
he might look the other way rather
than squelch inflationary pressures if
that meant slowing the economy
before the November 1988 presiden-
tial election,” McClain notes.

Greenspan quickly disproved this
perception when he took office on
Aug. 11, 1987. At his first meeting of 
the Federal Open Market Committee,
which includes the Board of Gover-
nors, the New York Fed president, and
a rotating group of four other Reserve

Bank presidents, the committee
agreed to lean toward tightening 
policy between August and its next
meeting on Sept. 22 if circumstances
warranted it. This gave Greenspan a
window of opportunity to use his
authority in between FOMC meetings
to initiate small adjustments in the
federal funds rate, the interest that
banks charge each other to lend
reserves. On Sept. 3, the rate moved up
a quarter of a point to a range of 6.75
percent to 7 percent.

The next day, Greenspan persuaded
his fellow members of the Board of
Governors to raise the discount rate
half of a point to 6 percent, the first
increase since April 1984. (In response,
the funds rate rose again to 7.25 per-
cent.) Changes in the discount rate —

the interest that the Federal
Reserve charges to lend reserves to
banks — served as an important sig-
nal to financial markets about the
Fed’s policy intentions because
changes in the funds rate weren’t yet
publicly announced.

Greenspan would soon prove his
mettle in another way. A month
later on Black Monday, Oct. 19, 
he would confront the central
banker’s historical problem as the
provider of liquidity to the financial
system facing a crisis. He would also
demonstrate his willingness to
loosen the Fed’s grip on the money
supply to mitigate threats to the

financial system.

After the Fall
“A stock market crash can patently
increase the credit risk involved in
lending to certain borrowers,”
Greenspan would recall in his February
1988 congressional testimony about
the Oct. 19 crash. “But there can be …
an exaggerated market reaction as well,
based on little hard evidence, that
builds on itself and ultimately affects
borrowers whose creditworthiness has
not been materially impaired by the
drop in equity values. This irrational
component of the demand for liquidity
may reflect concerns that the crisis
could affect the financial system or the
economy more generally.”
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of inflation had fallen to 

3.6 percent. It was up to

Greenspan to maintain the

Fed’s restored credibility

and use it to manage 

inflation expectations.
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Greenspan compared this irra-
tional flight to liquidity and safety
with a run on a bank that is fundamen-
tally sound. Before the existence of
deposit insurance, bankers attempted
to calm jittery depositors by putting
cash in their front window. “In a sense,
the Federal Reserve adopted a similar
strategy after Oct. 19” to counteract
market uncertainty, Greenspan noted.

Greenspan was en route to Dallas
to speak at the American Bankers
Association’s annual convention when
the Dow began to plummet. Upon
landing, he rushed to his hotel and
held a conference call with Vice
Chairman Manuel Johnson, who was
in charge of crisis management, and
senior Fed officials. They discussed
the seriousness of the situation — the
Dow’s decline was nearly twice as
sharp as the 12 percent drop during the
infamous crash of 1929, and financial
markets would likely be in panic mode
the next day.

On Tuesday morning, the group
reconvened and agreed to issue a one-
sentence statement in Greenspan’s
name before the markets opened:
“The Federal Reserve, consistent with
its responsibilities as the nation’s 
central bank, affirmed today its readi-
ness to serve as a source of liquidity to
support the economic and financial
system.”

As Greenspan flew back to
Washington — on a private jet sent 
by White House Chief of Staff
Howard Baker — the Fed backed up
that promise. That day and for the
next two weeks, it made millions of
dollars available to banks through its
open market purchases. The purchases
were significant and frequently made
at an earlier time of the day than usual
to assure markets that liquidity was
available. (Later on, the Fed loaned
reserves to banks through its discount
window, which has historically served
as the “lender of last resort.”) As a
result, excess reserves — funds set
aside by banks above the amount
required by the Fed and to clear debits
to their accounts — rose 61 percent
from $967 million on Oct. 21 to $1.6
billion on Nov. 4.

To make sure the additional liquid-
ity in the banking system would 
reach the securities industry, Fed 
officials assured many in the banking
industry that, despite the turmoil, 
the economy remained fundamentally
sound. E. Gerald Corrigan, president
of the New York Fed, spent several
weeks calling Bankers Trust, Bank of
New York, and other large banks to
“encourage” them to lend to brokerage
firms. Corrigan personally knew 
many of the biggest financial players
because the New York Fed conducted
the Federal Reserve’s open market
purchases.

He reminded bankers that it was
their job to assess creditworthiness,
not circle the wagons until the dust
settled. Furthermore, it was in their
interest to keep the financial system
functioning. Greenspan also talked
with financial market officials to calm
them down.

This combination of gentle persua-
sion and reassurance was essential in
the days following Black Monday. By
midday on Tuesday, dozens of stocks
that didn’t attract any buyers stopped
trading on the New York Stock
Exchange, which was on the brink of
closing itself. Meanwhile, the Chicago
Board of Trade and the Chicago
Mercantile Exchange halted trading in
various futures contracts since there
weren’t enough stocks trading to set a
price. Eventually, though, enough 
confidence and impetus to act built up
to prompt someone to do something
— several companies began repurchas-
ing their stock while a number of 
Wall Street firms bought $60 million
in futures contracts. That helped draw
other buyers back into the stock 
market, sending the Dow up 102
points for the day.

The Fed closely monitored market
developments for several days.
Greenspan set up a crisis management
center in his office with Johnson and
other staffers who kept in touch with
Corrigan in New York, other Reserve
Bank presidents around the country,
and market players worldwide. 

Many credit these decisive actions
for restoring confidence and prevent-

ing the stock market decline from
affecting the banking system. For
many people, Black Monday was just a
bad day on Wall Street. In contrast,
stock market crashes in March 1907
and October 1929 precipitated the
failure of financial institutions and led
to broader economic problems.

Even as the Fed did whatever it
could to prevent financial gridlock —
and, according to one report, contem-
plated more serious intervention such
as directly lending to brokerage firms
or guaranteeing payments between
them — Greenspan didn’t want to cre-
ate unrealistic perceptions of the Fed’s
power.  

“If you intervene too much, then
you create expectations that you’re
controlling and shaping things,” says
Donald Kettl, a political science pro-
fessor at the University of
Pennsylvania and author of Leadership
at the Fed. “Greenspan wasn’t sure that
he could do that, and he wasn’t sure
that the Fed should do that if it could.”
Such views, if proved wrong, would
erode the Fed’s credibility and make it
harder to influence market behavior in
the future. It would also create a moral
hazard problem, whereupon investors
factor Fed intervention into their risk
assessments.

In addition to addressing the fear-
induced demand for liquidity,
Greenspan saw the need to counter
risks to the nation’s economic growth.
In his semiannual testimony to the
House Banking Committee on Feb. 23,
1988, he noted that the sudden loss 
in financial wealth and subsequent
erosion of business and consumer 
confidence threatened to reduce
spending. 

So Greenspan persuaded his fellow
members of the FOMC to lower their
target for the federal funds rate from
7.50 percent just before Oct. 19 to a
range of 6.75 percent to 6.88 percent
by mid-November. Greenspan
reduced the rate again to 6.5 percent in
between the FOMC’s meetings in
January and February 1988.

The Fed’s accommodative mone-
tary policy for the five months
following the October 1987 crash
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helped keep short-term interest rates
from spiking as they had done in pre-
vious financial crises. However, it also
“led to higher real economic growth in
1988 and 1989 than most experts had
forecast,” noted William Niskanen,
who served on President Reagan’s
Council of Economic Advisers and is
now chairman of the Cato Institute,
in a recent paper on the Greenspan
era. This forced the Fed to take deci-
sive steps to remove excess liquidity
from the economy and “deflate this
demand bubble.” 

The federal funds rate increased
nine times between March 1988 and
March 1989, moving more than three
percentage points to 9.75 percent. But
it took some time to have the intended
effect — the annual inflation rate
inched upward from 3.6 percent in
1987 to 5.4 percent in 1990 before
receding to 4.2 percent a year later.

The Fed’s success came at a heavy
price. Tighter monetary policy, coin-
ciding with a reluctance to lend
among some banks and anxiety over
Iraq’s invasion of Kuwait and the
United States’ military intervention,
contributed to a recession that lasted
from July 1990 to March 1991.

There is little doubt among macro-
economists that the yearlong string of
increases in the funds rate was neces-
sary to keep inflation in check. But
some would argue that such correc-
tive action wouldn’t have been
required if the Fed hadn’t kept mone-
tary policy so loose for so long after
the crash.

Harvard’s Benjamin Friedman
agrees that the Fed tends to overreact
to a financial crisis, but that’s better
than doing nothing, which is the mis-
take the Fed made after the 1929 crash.
He offers the analogy of putting out a
fire in a room. “You spray a lot of water
on it [and] the next morning you’ve
got some waterlogged furniture to deal
with. … That doesn’t mean the smart
thing to do would have been to stand
back and watch the room burn.”

Greenspan’s Legacy
The Fed’s response to the October
1987 crash would presage how it would
cope with other threats to U.S. finan-
cial markets. A series of events added
new stresses to financial markets 10
years after the crash. First, foreign
investors fled currency and equity 
markets in East Asian countries in 
mid-1997. Then, Russia defaulted on 
its domestic debt and stopped making
payments on its foreign debt in August
1998. The International Monetary
Fund chose not to help the country 
like it helped Thailand and other 
countries. 

Again, U.S. monetary policy focused
on preventing these stresses from caus-
ing bigger problems — the Fed lowered
the funds rate from 5.5 percent to 
4.75 percent during the fall of 1998.
“Easier money helped sustain the U.S.
expansion — and prevent a global
slump,” wrote Washington Post colum-
nist Robert Samuelson this past
February in an editorial about
Greenspan’s legacy. 

But a series of six rate increases
occurred in 1999 and 2000, partly to
pull liquidity back out of the economy
and partly to address concerns about
inflation that dated back to the mid-
1990s. This tightening may have
helped trip the 2001 recession.

Greenspan’s approach to dealing
with financial crises has raised a 
number of important questions. 
How responsive should the Fed be
when faced with such a crisis — and
how quickly should it revert to pre-
crisis form? Also, how much leeway
should the Fed Chairman be given to
“fine-tune” policy?

This last question is not only 
relevant to how the Fed puts out 
financial fires, it also gets to the 
heart of the Fed’s day-to-day policy-
making. The Fed’s effectiveness
depends on its ability to communicate
its intentions and manage inflation
expectations. 

Some would say that Greenspan
mastered the art of managing 
expectations. It first came into play
during the stock market crash and
would help instill sufficient 
confidence in the Fed’s inflation-
fighting prowess to reduce volatility 
in prices and economic output during
Greenspan’s 18 years as Fed Chairman. 

This is the legacy Greenspan has
left Ben Bernanke. He and other
FOMC members will take a hard look
at setting an explicit inflation target.
In the meantime, they will continue 
to use economic data and their best 
judgment to keep prices stable. RF
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In The Wealth of Nations, Adam Smith argued that an
individual acting in his self-interest will tend to benefit
the common good. Guided by an “invisible hand,” 

competition that arises out of the natural desire to improve
one’s lot in life will lead to efficient market outcomes. For
example, a gardener tends to a businessman’s yard with care
and at a reasonable price, not because he is particularly con-
cerned with the businessman’s well-being but rather to make
a living. The gardener receives the money, the businessman
gets the service he desires, and both are better off. This
transaction is merely part of the larger, interconnected 
network of mutually beneficial relationships that enhance a
society’s well-being.

But there are situations in which the individual interest
runs counter to the public interest. For instance, a decision
may be rational on the individual level in the short run 
but counterproductive for everyone over the long run. 
This often occurs when there is large group consumption 
of exhaustible resources. Ecologist
Garrett Hardin coined the conflict a
“tragedy of the commons.” His classic
example is that of herders adding cattle
to graze on a common pasture. It is
entirely rational for an individual
herder to add cattle to the land and
thereby increase his harvest. However,
if all of the herders continue this
process, they will overgraze the pas-
ture, destroy it, and all will be worse off
in the long run. A negative externality, or the unintended
side effect of one person’s actions harming another, results
from the individual herder’s behavior.

Policymakers have often tried to lessen the negative
effects of such common-use problems by regulation — in
particular, by setting limits on the available use of the 
common resource. But regulation is often very costly for
both regulators and the regulated alike. Monitoring compli-
ance can be difficult for government regulators, while
complying with regulations can force firms to adopt 
expensive technologies and slow production. Moreover, 
it’s unclear how well regulations actually protect the 
intended resource. If the regulation is badly constructed, 
for example, a firm could deem a punitive measure for 
their defection cheaper than undertaking the necessary
adjustments to meet regulations. 

So instead many economists favor more market-based
approaches. Tops on their list is permit trading. In his 1960
paper “The Problem of Social Cost,” economist Ronald
Coase now of the University of Chicago argued that the 

negative externality can be eliminated by allowing parties 
to bargain privately among themselves. 

Consider how permit trading may work in the case of air
pollution. First, the government establishes a limit on the
total amount of pollution. It then issues permits equal to a
specific number of units of pollution. Those permits are
bought and sold among companies. Firms that find reducing
pollution relatively expensive will purchase permits from
firms that find cutting back less costly. In the end, the cap on
total pollution limit is met, but firms have bargained toward
this solution in a way that is more efficient than traditional
regulation.

In a 2003 paper published in the Oxford Review of
Economic Policy, Tom Tietenberg of Colby College reviews
the effectiveness of permit trading in modern-day applica-
tions. He cites permit-trading programs in the United States
that have reduced pollution at relatively low costs, arguing
that some have actually produced positive externalities by

lowering the levels of other air pollutants
not specifically targeted. In addition,
permit trading has found its way into
the international Kyoto Protocol and
European Parliament pollution laws.

Tietenberg also tracks permit trad-
ing’s modern history in the fishing
industry, which has yielded more mixed
results. The unregulated fishing industry
is similar to Hardin’s pasture-herder
example: Fishermen tend to overharvest

the limited supply of fish, depleting the stock for the next
season. As a result, select areas have instituted permit-trading
programs. However, it’s been found that some fishermen
have discarded loads of low-valued fish, resulting in their
deaths, to make way for higher-valued fish. This allows fish-
ermen to meet their quota, but it doesn’t necessarily enhance
the health of the industry as a whole.

What’s more, even when permit-trading systems have
yielded efficiency gains, there are still concerns about
whether the results are just. Usually, these critiques center
on the initial allocation of permit rights, which can have 
significant distributional consequences. Indeed, squabbles
over who gets what are often a stumbling block to a permit-
trading system even getting off the ground. 

In any case, findings from both theory and practice have
proven useful in understanding tragedy of the commons
problems. While traditional regulations may prove useful in
some circumstances, often it is more desirable to establish a
framework in which private firms can largely resolve the
problems themselves. RF

JARGONALERT

Tragedy of the Commons
B Y  C L A Y T O N  B R O G A

IL
LU

ST
RA

TI
ON

: T
IM

OT
HY

 C
OO

K

RF Fall v23  10/30/06  2:17 PM  Page 6



Culture and Economics
B Y  C L A Y T O N  B R O G A

The classical economists regarded culture as instru-
mental in shaping economic outcomes. At the turn
of the 20th century, Max Weber expounded upon

these ideas, insisting on religion’s importance in developing
capitalism in his famous book The Protestant Ethic and the
Spirit of Capitalism. However, around the mid-20th century,
many economists began to shy away from using culture as 
an explanatory variable. In part, it seemed like too nebulous
of a concept — one that was hard to identify and isolate. So
as statistical sophistication and technical tools advanced,
culture gradually began to fade from discussion.

This same sophistication in modeling, however, has
spurred a resurgence in cultural economics. In a recent paper,
Luigi Guiso, Paola Sapienza, and
Luigi Zingales of the University of
Rome Tor Vergata, the University
of Chicago, and Northwestern
University, respectively, provide 
an overview of recent work on cul-
ture’s effect on the economy. The
authors narrowly confine their def-
inition of culture to “those
customary beliefs and values that
ethnic, religious, and social groups
transmit fairly unchanged from
generation to generation.” They
take a three-step approach: Show a direct effect of culture on
beliefs and preferences, causally link those beliefs and prefer-
ences to economic outcomes, and prove this causality moves
from culture to economics and not from economics to cul-
ture. Within this framework, Guiso et al. focus on three
mechanisms by which culture can affect economics.

First, culture can affect political preferences, which, 
in turn, impact economic outcomes. Controlling for numer-
ous variables, religion, and ethnic background significantly 
varied respondents’ political preferences for income 
redistribution. Catholic and Protestant respondents, for
example, had significantly more negative attitudes toward
redistribution than those with no religion. Also, ancestors’
country of origin mattered in preferences for redistribution.
African-Americans and Americans with known African
ancestors are 20 percent more in favor of redistribution than
the average American.

The authors show that a significant positive relationship
exists between respondents’ preferences for income redistri-
bution (revealed in a survey) and their states’ efforts of
redistributing income (as measured by taking the ratio of the
share of state government revenues coming from progres-
sive income taxes and the share coming from regressive 

sale taxes along with other indirect taxes). The positive
causal relationship is actually strengthened after testing for
reverse causality, indicating that the respondents’ culture is
impacting state redistributive policies and not vice versa.

As a second mechanism, culture can affect economic 
preferences, which, in turn, affect economic outcomes. The
authors conclude that religion and ethnic origin influence
saving decision preferences. Catholics and Protestants are
significantly more likely than nonreligious people to view
teaching thriftiness to their children as an important value.

Furthermore, the thriftiness measure affects national 
saving rates. The authors argue that “a 10 percent increase in
the share of people who think thriftiness is a value that should 

be taught to children is linked to 
a 1.3 percentage point increase 
in the national saving rate.” They
acknowledge, however, that dis-
proving reverse causality in this
case is based on a “tentative” 
estimate; in other words, they were
unable to fully conclude that 
culture-inspired preferences are
leading to national saving rate 
outcomes and not the other way
around.

The third mechanism provided
by Guiso et al. is the effect of culture on prior beliefs, which, in
turn, affect economic outcomes. For instance, the authors
find that culture, as defined by religion and ethnicity, affects
beliefs about trust. Being raised religiously increases the level
of trust, as measured by survey response, by 2 percent and
regularly attending religious services by another 20 percent.
Also, there is a strong positive correlation between the aver-
age trust level in an immigrant’s country of origin and trust in
his new environment that holds over generations. And trust
has a positive and statistically significant impact on the prob-
ability of becoming an entrepreneur. 

Experiments able to take theories of culture’s influence
and subject them to rigid statistical analysis are valuable 
in deducing culture’s economic impact. It is essential for econ-
omists, nonetheless, not to assume a significant causality
between all forms of culture and economic activities. Rather,
they should mimic the Guiso et al. methodology: Test the
impact of narrowly defined cultural dimensions on specific
preferences and beliefs, then test the impact of those prefer-
ences and beliefs on particular economic outcomes. If done
properly, as Guiso et al. contend, “Importing cultural elements
will make economic discourse richer, better able to capture
the nuances of the real world, and ultimately more useful.”RF
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RESEARCHSPOTLIGHT 

“Does Culture Affect Economic

Outcomes?” By Luigi Guiso, 

Paola Sapienza, and Luigi Zingales. 

Journal of Economic Perspectives, 

Spring 2006, vol. 20, no. 2, pp. 23-48.
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Soaring real estate prices have ratcheted up property tax
assessments across the country. In South Carolina, the
Legislature responded to constituent uproar by 

passing a new property tax plan in June that exempts owner-
occupied homes from paying taxes which fund public school
operations. In order to cover the ensuing revenue gap, the
statewide sales tax rate will rise from 5 percent to 6 percent,
except on groceries, which fell to 3 percent from 5 percent in
October. Homeowners will see the exemption in their tax
bills by the end of 2007, and sales taxes will increase 
beginning June of that year.

If every South Carolinian were alike, then this new 
tax plan would affect everyone in the same way. They
would simply pay for school funding out of one pocket
instead of the other. Naturally, this
is not the case. One taxpayer may
own a sprawling mansion and the
other a modest bungalow, while a
third may rent. One may take
home $300,000 a year and the
other $30,000. These differences
matter in how people will be
affected by the changing tax 
environment.

Ellen Saltzman, an economist at
Clemson University, has looked
into how reducing property taxes
while increasing sales taxes will change residents’ tax 
burdens. She finds that under the new tax plan, homeown-
ers will stand to gain more from the tax swap the higher
their income and the more valuable their home. For
instance, since incomes tend to be proportional to home
values, then a resident of, say, the Beaufort school district
who belongs to the top 1 percent of the income distribution
will see his tax burden fall by 0.66 percent of his income,
more than double the savings that poorer residents in the
lowest 20 percent bracket will get. This is because wealthi-
er people with expensive homes will get the largest
property tax cuts in total dollar terms, and at the same time
will likely spend a smaller share of their income on taxed
goods than on nontaxed services. 

Moreover, those who rent their home will be doubly
squeezed. Renters, who indirectly pay property taxes through
their rent, will see their tax burden increase since rental 
property is not eligible for tax relief — but they will have to
pay more in sales taxes anyway. Saltzman finds that a renter at
the lower end of the income spectrum will have a higher tax
burden than one at the top end since this group will end up
paying more in sales taxes as a share of their income. Overall,

the new tax plan thus tends to be regressive since it skews the
income distribution in favor of the bigger earners. 

Besides equity considerations, there is also the concern
that the swap would distort taxpayers’ spending behavior. 
A higher sales tax would hurt local businesses if it 
encourages residents either to shop less or buy items out of
state, something that has been made increasingly easy
because of the Internet. Local revenues could be hit hard as
well. In a recent speech, Holley Ulbrich, a retired professor
and Saltzman’s colleague at Clemson University, noted,
“Anything that hurts retailers hurts local governments, 
especially cities, where the commercial property of stores
and restaurants is the economic lifeblood that donates 
regularly in the form of business licenses, local sales tax, 

hospitality tax, and property tax.”
In addition, firms may choose 
to locate elsewhere if a 
significant part of their business
operations is subject to the sales tax. 

House prices could also be
affected. Buying a home is more
attractive because the property tax
relief reduces the cost of housing.
But home buyers will always weigh
their stream of future costs against
their future benefits, the quality 
of schools being one of them. 

Thus, property tax relief will likely exert an upward 
pressure on house prices provided that schools maintain
the same relative quality between school districts in the
state under the new tax plan.

There’s a question, though, of whether adequate
school funding can be raised under the new tax plan.
Revenue proceeds from the sales tax increase will be 
distributed to schools in fiscal year 2007-2008, and will
be based on the amount of funds each school received in
the previous year. This amount will be adjusted each year
by inflation and the state’s population growth. Some
school representatives are concerned that this 
adjustment may not be enough to fund the schools’ 
growing needs because the cost of education could rise
faster than inflation and population growth.

In all, Ulbrich thinks that the new tax plan doesn’t pass
“the reasonable test of what is a good change in tax policy.”
The property tax relief was mostly intended for those whose
homes have rapidly increased in value but whose incomes
are fixed, particularly South Carolina’s older folks. Targeted
relief that is based on need and income arguably would have
provided a more equitable and less costly solution.  RF
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POLICYUPDATE

South Carolina’s Shifting Tax Burden
B Y  V A N E S S A  S U M O

Homeowners will see the

exemption in their tax bills

by the end of 2007, and

sales taxes will increase

beginning June of that year.
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“Making the Systematic Part of Monetary Policy
Transparent.” Robert L. Hetzel, Federal Reserve Bank of
Richmond Economic Quarterly, Summer 2006, vol. 92, no. 3,
pp. 255-290.

It was only 12 years ago when the Federal Open Market
Committee first began announcing whether it had

changed the federal funds rate target. More recently, 
the committee started inserting thoughts into its post-
meeting statements about the likely near-term behavior 
of rates.

In “Making the Systematic Part of Monetary Policy
Transparent,” Robert Hetzel, a Richmond Fed economist
and senior policy adviser, makes his case for the next logical
step in the Fed’s communication evolution — an explicit
policy rule.

To Hetzel, the “go-stop” monetary policy of the pre-Paul
Volcker era was a failure because the attempted discre-
tionary manipulation of real variables destroyed the
expectation of price stability. In contrast, the Volcker-
Greenspan era correctly turned its attention to managing
inflation expectations. “By allowing the price system to
work rather than superseding it, the FOMC produced
more, not less, economic stability,” Hetzel writes.

But there remains room for improvement. The Fed’s abil-
ity to signal the future behavior of the funds rate in its
post-FOMC statements, Hetzel says, is limited “by the diffi-
culty of forecasting economic activity.” One way to
overcome this limitation is by adopting a transparent policy
rule, which would allow markets to understand how the
FOMC responds to new information. The Fed would
respond to strength and weakness in the economy in a way
that stabilized expected inflation at the chosen target for
inflation.

“At any individual meeting, the FOMC need not respond
in a quantitatively strong way to the emergence of a gap
between actual and targeted inflation,” Hetzel writes.
What’s important “is that financial markets believe that the
FOMC will raise the funds rate in a persistent way as long as
a positive miss of the inflation gap exists, and conversely for
a negative gap.” 

By clearly communicating its objectives and its means of
achieving them, the Fed will, by extension, enhance price
stability. When firms see the Fed focusing on making sure
that future prices will be contained, they won’t overreact in
the short term with immediate hikes in their own prices.
Hetzel says: “With a credible inflation-targeting rule, real
shocks can introduce fluctuations in the price level but not
in trend inflation.” 

“Urban Density and the Rate of Invention.” Gerald Carlino,
Satyajit Chatterjee, and Robert Hunt, Federal Reserve Bank
of Philadelphia Working Paper No. 06-14, August 2006.

Urban living has its drawbacks — traffic congestion, 
high rents, and long waits for a restaurant table, to

name a few. But cities have their advantages, too, for both
their residents and the economy. For instance, they make 
knowledge spillover possible. That is, people working in
close proximity to each other create knowledge that 
extends beyond their firms to the entire community.

In a recently updated paper, economists at the
Philadelphia Fed examine the effects of employment density
on the invention rate. They find a strong relationship between
patent intensity — the average rate of patenting per capita in
a given metro area — and employment density. “All else equal,
patent intensity is about 20 percent higher in a metropolitan
area with employment density that is twice that of another
metropolitan area,” the authors conclude. Next up, the
authors are investigating the contribution that a city’s charac-
teristics make to a firm’s productivity and research efforts.

“The Looming Challenge of the Alternative Minimum Tax.”
Alan D. Viard, Federal Reserve Bank of Dallas Economic
Letter, August 2006, vol. 1, no. 8.

The Alternative Minimum Tax (AMT) was first adopted
in 1969 with the intent of keeping wealthy people from

avoiding the payment of income taxes. The AMT has lower
tax rates than the regular income tax, but it doesn’t allow as
many deductions and credits, so taxable incomes are higher.
It kicks in when it generates a higher tax bill than the 
regular income tax. Historically, it has affected mostly 
richer households. But come 2007, the AMT may have the
unintended consequence of raising tax liability for 22 million
Americans, most of them squarely in the middle class.

In a new article, Dallas Fed economist Alan Viard explains
how inflation coupled with recent tax cuts have expanded
the reach of the AMT. To prevent too many constituents
from having to pay the (usually higher than the regular 
tax system) AMT, lawmakers have repeatedly extended relief
for short periods, even as they have failed to adopt long-term
reforms. Viard discusses several remedies, including indexing
the AMT to inflation or doing away with it altogether.

But in the end, Viard acknowledges that these solutions
may be too politically painful for adoption because they
entail revenue losses. “Surely, though, the time has come 
to fix a tax system that everyone agrees is broken,” 
he concludes. RF
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CHARLESTON’S COOL

U.S. Mayors Go Green

Charleston, S.C., is no stranger to energy savings, 
cutting some half a million dollars a year since 2001

off its energy bills. “Even though a lot of our facilities are
old in Charleston, we try to make them as energy efficient
as possible,” says Stephen Bedard, chairman of the city’s
capital projects committee.

As early as 1998, the city was investigating energy 
conservation. Through a competitive bidding process, 
manufacturing firm Johnson Controls won a 15-year 
contract in 2000 to help Charleston go green.

In 2005, the U.S. Conference of Mayors resolved to 
get mayors to meet the United States’ carbon emissions
cutback — the amount of carbon dioxide that would have
been reduced had the United States ratified the interna-
tional Kyoto Protocol, which now has about 141 countries
on board. So far, 307 U.S. mayors have signed the plan. 

Charleston aims to reduce carbon emissions by 57,000
tons over the 15 years. “In the first four years, we cut green-
house gas emissions by a little over 30 million pounds,”
Bedard says. 

The immediate need was a new heating and air 
conditioning system in the city’s Gailliard Auditorium, the
main venue for entertainment, including events during the
city’s world-famous Spoleto Festival. The city arranged a
lease purchase for $3.9 million with Johnson Controls,
which guaranteed savings over 180 months, or 15 years. 
The arrangement allowed the city to get the work done
without borrowing — the upfront money came from
Johnson Controls. The energy audit guarantees the city 
will save and if it doesn’t, it gets a check for the difference.
That actually happened, and the Milwaukee, Wisc., firm
wrote a check for $10,000, the amount the city was off 
its savings target.

In addition to energy-efficient heating and air condi-
tioning systems, Charleston retrofitted the city’s largest
facilities with green lighting and low-flow water technology.
Those were replaced as quickly as possible because of 
substantial savings involved. Controls that regulate tempera-
tures automatically were also installed in city facilities.

Charleston is now looking at replacing fleet cars with
energy savers. Totally green buildings may be next. “We’re
also talking about trying to get a couple of high profile
buildings that we could bring out of the ground from
scratch,” Bedard says.

To date, energy savings total some $2.5 million, Bedard
says. “The payoff on those things are two and three years,”
he says. “We’re long past what it cost us in addition to the
fact that it’s the right thing to do, given what we’re facing
in this country.”

Mayor David Brown of Charlottesville, Va., signed on
last spring. He says the city is growing so fast that they’re
losing a lot of trees, noteworthy carbon eaters. “There are
lots more cars, more buildings, and a lot more people 
consuming energy. The city’s got lots of carbon-reduction
strategies, including tree planting, auditing and altering
the city’s energy use, and urging citizens to cut back 
energy use and buy energy-efficient appliances.”

Today’s rising energy costs are making green building
more affordable, Brown says. “Lots of these things have a
shorter payback period because energy costs so much.”

— BETTY JOYCE NASH

WORKERS UNITE?

The Tides of Economic Change Have
Eroded the Power of Organized Labor

Handling animals at the Maryland Zoo in Baltimore
would appear to have little in common with handling

molten steel. For the past three years, the local United
Steelworkers in Baltimore welcomed 99 zoo workers as
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Charlottesville, Va., another “cool city,” shows how green spaces
capture runoff in its demonstration rain garden. The city’s 
also exploring alternative fuel vehicles and green buildings, 
among other environmental projects.

Fifth District Cool Cities

Washington, D.C.

SOURCE: Sierra Club
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part of an effort to diversify its union membership. The
relationship also helped workers attain wage increases and
maintain their benefits, according to zookeeper and union
leader Tammy Chaney. 

But in August, a majority of workers were apparently 
satisfied enough with their situation to vote for leaving 
the union. Jim Strong, who directs the United
Steelworkers’ activities in Maryland, attributes the 
decision to employee turnover and the union’s failure to
win higher seasonal pay. Zoo management says it has
forged a better relationship with workers. In the larger
scheme of things, this decision typifies the decline of
organized labor in the United States.

Using data from the Bureau of Labor Statistics, 
economists Barry Hirsch at Trinity University, David
Macpherson at Florida State University, and Wayne
Vroman at the Urban Institute found that union 
representation among nonagricultural workers has
dropped significantly since 1964. The percentage of these
workers who belong to a union shrank from 29 percent in
1964 to under 13 percent in 2005.

The Fifth District followed a similar pattern (see table).
The declines in unionization were steepest in the region’s
right-to-work states — North Carolina, South Carolina,
and Virginia — where it is illegal to make union member-
ship a mandatory condition of employment. 

However, West Virginia, a state with a long history of
worker organization in coal mines, wasn’t far behind. 
The Mountain State’s share of nonagricultural workers
belonging to unions dropped by almost two-thirds from 
36.5 percent in 1964 to 14.4 percent in 2005. Maryland’s
share has also declined despite the state’s past with 
steelworker unionization.

So, why is a smaller percentage of the work force 
organized? One reason could be that a union card isn’t as
valuable as it used to be. 

Although various studies have shown that union 
workers earn more than nonunion workers, that wage 
premium has shrunk somewhat in recent years, according
to Hirsch and Macpherson. Companies in competitive
industries have faced greater pressure to reduce their labor
costs, so they have fought unions harder. In turn, unions
have agreed to wage cuts and layoffs in exchange for 
concessions on nonwage benefits and to ward off future
downsizing or outsourcing of the work force. 

Also, the relationship between management and
employees runs in cycles — during periods of social
upheaval, discontent among workers gives them a common
cause to unite against and union membership surges. For
example, unions pushed for and won shorter hours, safer
workplaces, and higher wages around the turn of the 20th
century when many blue-collar workers felt that they were
not receiving a fair return on their labor. Labor conditions
have improved over time and the share of the work force
employed in the manufacturing sector, where organized
labor’s presence has been most prominent, has fallen.

Gerald Friedman, an economist at the University of
Massachusetts at Amherst, says that the decline in “bad” 
factory jobs contributes to the perception that unions are 
no longer needed. However, he believes there are still 
incentives for workers to unionize. Certain white-collar
professions like call center representatives sometimes 
face difficult working conditions, and all workers need an
independent third party to arbitrate grievances. “Unions
give workers a voice in what’s going on in the workplace,”
Freidman says.

Not surprisingly, union officials also believe their 
organizations remain relevant. MaryBe McMillan, 
secretary-treasurer of the North Carolina AFL-CIO, 
says the benefits of unionization extend beyond the 
negotiating table. Unions help workers to contest 
improper disciplinary actions against them and to find 
the social services they need, she says. 

More important, McMillan believes, people need the 
collective bargaining power of unions. “A lot of workers
feel they are being squeezed by companies [and] can’t give
up anymore. They need an advocate.” 

Whether workers themselves believe this, however, is
what really matters. And many, like those at the Maryland
Zoo, apparently think that they can do just as well 
negotiating on their own. — CHARLES GERENA

CASHING IN ONLINE

Online-Only Banks Show the Way to 
Higher Yields

Interest-bearing savings accounts have typically been
thought of as a safe place to put one’s money, but in

exchange for that safety one could expect only negligible
returns. Recently, however, some online-only banks have
been offering yields on savings accounts that are 
sometimes 10 times higher than those of traditional banks.

Share of Nonagricultural Wage and Salary
Employees Who Are Union Members

SOURCE: Barry T. Hirsch, David A. Macpherson, and Wayne G. Vroman.
“Estimates of Union Density by State.” Monthly Labor Review, July 2001, vol. 124,
no. 7, pp. 51-55. (updated by authors in 2006)

40

35

30

25

20

15

10

5

0

PE
RC

EN
T

U.S.DC MD NC SC VA WV

1964 1984 2005

RF Fall v23  10/30/06  2:17 PM  Page 11



12 R e g i o n  F o c u s •  F a l l 2 0 0 6

ING Direct, Emigrant Direct, and Amboy Direct, for
instance, currently offer 4.4 percent to 5.25 percent on
their basic online savings products, while brick-and-
mortar giant Bank of America pays only 0.5 percent on its
regular savings account. 

Online-only banks are an evolving breed, but could be
defined as banks that primarily provide services through
the Internet and have limited physical presence. That’s
one of the reasons why they’re able to offer higher yields.
Online-only banks don’t incur as much fixed and overhead
costs as physical bank branches do, allowing them to pass
these savings on to their customers. Moreover, the online
banking business is mostly focused on savings accounts
that, unlike checking accounts, are a low-maintenance
product. Online-only banks “have chosen to sell a 
product that doesn’t have much customer service or costs
associated with it,” says Jim Bruene, founder and editor of
Online Financial Innovations, a research and analysis firm
that specializes in the online banking industry. 

In addition, online-only banks can pay a generous
return because they take a lower margin on every dollar
deposited. What they lose in tighter margins, they aim to
gain in the size of the accounts they receive. The balances
on online accounts are typically large because they cater to
people who have a lot of money in cash and are actively
seeking the best rate of return. 

Another reason why online-only banks offer such 
attractive yields is to get the customers’ attention, 
especially since they don’t have the branches that 
traditional banks do to market their brand. “You can buy
$100 million worth of ads and put your name on it, or you
can have the highest rate in the market and people will
find you,” say Bruene. It could be much less expensive to 
have the best rate, and this virtually guarantees that a bank
will land at the top of many financial analysts’ and 
magazines’ lists of “where to put your money.”

So are brick-and-mortar banks rushing to match the
online yields? Some are more interested than others. “The
high rate is the equivalent of a discount in the retail world.
You’re discounting the savings account by offering the 
higher rate, and some want to play in the discount game 

and some don’t. It’s a strategic decision,” says Bruene.
HSBC Bank is an example of a large traditional bank that
has introduced an online savings product that pays 
5.05 percent while offering only 0.25 percent on its regular
savings account. (One can easily spot the difference since
it displays both rates on the same page on its Web site.)
Because these accounts have very different markets,
HSBC can price these products differently. The tradition-
al savings account is typically for people who have smaller
balances, for whom the yield is not too important.              

Other banks may be less inclined to follow in the foot-
steps of online-only banks, especially those that have an
extensive branch network. Offering a 5 percent product
apart from the 0.5 percent one could cost banks a lot of
money if their depositors suddenly jump on the higher
rates. The larger the depositor base, the higher the risk of 
“cannibalizing” these accounts. Thus, offering online 
savings products may not work well for Bank of America 
but could for HSBC and Citibank, which are traditional
banks that don’t have the physical presence around the
country that other banks do.

But many customers could still prefer the certainty and
convenience of banking with a brick-and-mortar. They
may decide, for instance, that the higher interest rate is
not enough to offset certain rules and restrictions that
online-only banks have on withdrawals and deposits.
“There are all kinds of … embedded penalties on how
much you can withdraw, and fees, and so on,” says Elias
Awad, a banking professor at the University of Virginia. 

Awad advises customers to “understand what the
online-only bank offers and try to match it with [their]
own immediate and long-term needs.” He feels that many
small businesses, for instance, should avoid using these
accounts because it could be difficult to quickly gain
access to funds in case of emergencies. 

At the moment, Bruene estimates that about 5 percent
of households hold online savings accounts and believes
that, while the market will expand over time, its natural
customer base is limited to the relatively wealthy.
“[Online savings accounts] will continue to be a factor
with customers who have fairly large balances in liquid
deposits, so I think these will continue to grow,” says
Bruene. Awad likewise thinks that customers who have
large sums of money may benefit because of the savings,
as long as they can afford to commit their money for a 
few years. — VANESSA SUMO

TRANSIT-ORIENTED DEVELOPMENT

Light-Rail Line Will Be Charlotte’s First
Test of its Land-Use/Transit Plan

C harlotte officials came up with an ambitious plan in
the late 1990s — build a transit system to serve 

populations that largely didn’t exist yet. The plan was (and
is) to use land-use policies to create developments around

Savings Account Rates
Annual 

Percentage
Account Type Yield (%)  

Emigrant Direct online savings 5.05
HSBC Direct online savings 5.05
Citibank Direct online savings 5.00
ING Direct online savings 4.40
Bank of America regular savings 0.50
Wachovia premium savings 0.35
BB&T regular savings 0.25

NOTES: Selected bank rates as of October 5, 2006. For Bank of America,
Wachovia, and BB&T, bank rates apply for Virginia.
SOURCES: Bankrate.com and bank Web sites
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future transit hubs. Such “transit-oriented development”
would, it was hoped, create the population density to 
make rail and bus lines competitive with driving while
combating sprawl.

The first of the five proposed transit lines, the 9.6-mile
South Corridor, is under construction. By next fall, 
light-rail trains should be running between Uptown, the
city’s central business district, and neighborhoods near the
intersection of Interstate 77 and Interstate 485 in south
Charlotte. There is optimism that people will want to live
closer to the city and within a few blocks of a train station.
The big question is whether enough of the demand for
urban living can be steered to the South Corridor to make
light rail economically feasible. 

“The economic efficiency [of mass transit] critically
depends on its ability to attract people, and that reflects
the density of the population,” notes John Silvia,
Wachovia’s chief economist.

A set of transit-oriented development principles and 
policy guidelines drafted in 2002 outline the mixed-use,
higher-intensity development desired along the South
Corridor and Charlotte’s other transit lines. The 
minimum densities for housing would generally be 
20 units per acre within a quarter-mile radius of each sta-
tion and 15 to 20 units per acre within half a mile.
Detailed land-use and design plans are being drawn up for
each station, after which property will be rezoned
through normal channels.

In the meantime, dozens of inquiries have come from
developers who want to apply for transit-oriented develop-
ment rezoning for their parcels along the South Corridor,
says Tracy Finch, transit station area development coordi-
nator for the city’s Economic Development Office. So far,
more than $400 million in private investment has been
announced for the corridor, which is dominated by older
industrial properties near the existing railroad tracks and
has some single-family housing.

Most of the new investment has centered on the five 
stations in or near Charlotte’s South End, a community 
just below Uptown that has been experiencing steady 
redevelopment. For example, real estate developer
HHHunt plans to build a four-story, 320-unit apartment
complex and a parking garage on five acres near the future
New Bern station. Two luxury condominium projects have
been completed between two other stations.

Farther down the South Corridor, the city purchased
about eight acres surrounding the Scaleybark Road station
and solicited proposals from developers. Three plans are
under consideration. 

“Our reason for doing that was to try to incorporate
some affordable housing into the development, to remove
blight and nontransit supported uses, and to serve as a
development catalyst for the station area,” Finch explains.
There was some interest in the property, but she thinks it
would have taken longer for something to happen. “We
were willing to go out there and take the risk.”

In general, development will likely take longer to foster
around the stations in the bottom half of the South
Corridor because they are the farthest away from existing
growth patterns and are less dense. 

Assuming residential development occurs as planned
along the South Corridor, the light-rail line will still need
to connect these passengers to a common destination. The
line terminates in Uptown, where an estimated 65,000
people work and Wachovia has proposed building an $800
million complex with a 46-story office tower, condos, and
space for cultural institutions. 

However, Ronald Tober, head of the Charlotte Area
Transit System (CATS), has been telling local business 
leaders that 100,000 positions need to be created in
Uptown over the next 20 years to support a hub-and-spoke
transit system with the business district at the center.
Meeting this goal would require a significant acceleration 
of job growth, which could be difficult to achieve given 
the boom in high-rise residential construction in the area
and the availability of cheaper office space in other parts 
of the metro region.

Of course, there is nothing to stop future residents
along the South Corridor from hopping on Interstate 77,
which parallels the light-rail line. Tony Crumbley, vice pres-
ident of research at the Charlotte Chamber of Commerce,
says that’s why it’s essential to create a system that is clean,
safe, and convenient. “I’m not going to walk half a mile and
stand there for an hour” for the train, he says.

Light-rail trains will be operating seven days a week,
every 7.5 minutes during rush hour and every 15 minutes at
other times. Total travel time from end to end is expected
to be less than 24 minutes, which is about the same as 
taking I-77 on a busy day.

Still, past experience indicates that it’s hard to get 
people out of their cars. Although CATS has expanded the
hours of its bus service significantly since 1999, it accounts
for just 10 percent of travel to Uptown and less than 2 percent
of total commutes in the metro region. — CHARLES GERENA
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Charlotte’s light-rail system is now expected to handle more 
than 9,000 passenger trips per day in its first year, lower than 
a previous projection of just under 13,000 trips.
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In Maryland, residen-
tial customers of the
state’s leading power

supplier were recently
awakened from their
rate-capped slumber of
six years. Beginning in
July, the average house-
hold was told it could
expect to pay 72 percent,
or $743 a year, more 
for electricity supplied 
by Baltimore Gas &
Electric (BGE). This 
wasn’t how deregulation
of the Maryland elec-
tricity industry was
supposed to work out.
Residential customers
had been assured that
retail prices would go down as a result
of competition — but prices instead
leapt upward.  

BGE’s industrial customers likewise
experienced a rate increase, of up to 
39 percent for small- and medium-
sized businesses. BGE no longer sells
electricity to large commercial cus-
tomers because alternative suppliers
have taken over that market. Rate caps
for all industrial customers expired
two years ago, and since then they
have been paying the market rates. 

The electricity industry is the last
major energy sector to move to 
competition. For a long time, 
electricity’s traditional monopoly
structure was thought to be the most
efficient and inexpensive way to 
provide power. The long-held belief
was that utilities which owned massive
generating plants, combined with their
transmission and distribution systems,
possessed the scale needed to make
average production costs much lower
than smaller power plants could

achieve. Over time, how-
ever, changes in the
technology of power 
production and transmis-
sion, dissatisfaction over
rising electricity prices
due to large utility 
construction and fuel
costs, as well as new laws
that facilitated the entry
of smaller power pro-
ducers prompted the 
old structure to shift to
competition. 

Economists and policy-
makers recognized that
unshackling the electric-
ity generation business
from the transmission
and distribution compo-

nents of a vertically integrated
monopoly could potentially give way
to many suppliers of generation capac-
ity and many retailers of electricity
services. A competitive wholesale 
market for electricity would give 
generators the incentive to control
costs, to innovate, and to shift the
risks of expensive investments to
stockholders and away from con-
sumers. Retail competition would
support this arrangement by giving
consumers the choice to buy from the

Electricity deregulation is finally starting to stir up retail competition in Maryland

B Y V A N E S S A S U M O
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One of Maryland’s main electricity distribution companies is Baltimore
Gas & Electric (headquarters shown here), which plays an important role
in advancing retail competition by connecting competitive electricity
providers to homes and businesses in its area.
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supplier that offered the best price
and quality. The hope is that in the
long run, this new structure, along
with reforms in the regulated distribu-
tion and transmission aspects of the
business, would not only lead to lower
costs and lower prices but also
enhance the reliability of the whole
system. 

However, until recently in
Maryland — six years after retail 
competition was opened to residential
customers — consumer choice was
very limited. This may have more to 
do with how the state implemented
retail competition than with problems
with deregulation itself. Maryland’s
experience illustrates the difficulties
that most states, including some of 
its Fifth District neighbors, have had
with moving along the path of deregu-
lation. But things are starting to
change. Maryland’s current transition
to market-based prices, however reluc-
tant, seems to have finally ushered in
the start of true competition.  

Switching Blues
With retail competition, a customer’s
electricity bill is unbundled into a reg-
ulated and a competitive component.
The regulated component contains
the “delivery” charges for the trans-
mission of electricity from the
generation source to the local utility
and its distribution through poles and
wires to every home. The competitive
component is the essential part of
retail competition. Households are
free to choose whether to buy their
electricity from their incumbent 
local utility or from an alternative 
electricity provider. This gives them
the opportunity to shop around for a
supplier that can give them the most
savings and satisfaction.

The incumbent utility is typically
required to provide a standard default
service until the retail market fully
develops. The price that the utility
charges for this default service is the
“price-to-compare.” While the precise
rules vary across states, the price-to-
compare is usually computed by taking
the utility’s regulated cost of generat-
ing electricity and removing the

“stranded” costs, or costs incurred by
the utility while it was still a monopoly
but that it can no longer recover if 
customers switch to an alternative
provider. This residual, plus a transmis-
sion charge that all suppliers have to
pay, is the price-to-compare. When
shopping for an electricity supplier,
customers can take this price and 
compare it with what alternative
providers have to offer. Similarly, the
price-to-compare is the alternative
providers’ “price-to-beat,” or what they
can use to determine if there is suffi-
cient headroom for them to compete.

New entrants have access to the
transmission system owned by the
incumbent utilities, allowing them to
supply electricity in a particular area.
The incumbents charge the alternative
suppliers a fee for this service, which
in turn is collected from the customer.
The Federal Energy Commission,
which regulates the interstate trans-
mission of electricity, sets the price
that the incumbents can charge for
using their lines. 

An important yardstick of whether
competition is proceeding smoothly is
whether there is a good number 
of alternative providers active in the 
market and whether a significant 
proportion of customers are buying
electricity from these new entrants.
Customers are likely to switch if the
price offered by alternatives is lower
than the incumbent utility’s price-to-
compare. But in many states that
adopted retail competition, the 
potential savings from moving to 
an alternative was either too low or 
did not exist at all. 

The states’ electricity restructuring
laws did not make matters easy for
new entrants. Through separate deals
made with incumbent utilities, the
price of residential electricity supply
in Maryland was cut by 3 percent to 
7.5 percent, depending on the service
area, and frozen at that rate for four 
to eight years. 

Maryland’s Fifth District neighbors
embarked on similar programs. When
the District of Columbia opened to
retail competition in January 2001,
electricity prices of residential 

customers served by the Potomac
Electric Power Company (PEPCO)
were cut by 7 percent, and generation
and transmission rates were capped 
for four years until February 2005 
and until February 2007 for low-
income households. Virginia, which
introduced customer choice in 
January 2002, capped the incumbents’
electricity prices until the end of 2010
(extended from 2007), but allowed
some fuel and base rate adjustments.  

The idea behind the rate reduc-
tions and price caps was to protect
consumers, especially households,
from high unregulated rates during a
transition period. What is hard to
understand, however, is how the 
market would be expected to flourish
if alternative service providers were
not given sufficient headroom to 
compete. In many states, “the default
service price had been set at a 
level that didn’t track market prices 
so there was no reason to switch,” 
says Paul Joskow, an economist at 
the Massachusetts Institute of
Technology. Soaring prices of fuels
burned to make electricity, particularly
natural gas, have exacerbated this 
gap, moving wholesale electricity
prices further away from the incum-
bent utilities’ standard rates. The
incumbents did not incur significant
losses during the rate freeze because
they were able to buy long-term 
contracts that fixed the wholesale
price of electricity over several years
until the caps expired.  

While Maryland is already in the
process of unfreezing rates, Joskow
says that the incumbents’ price-to-
compare was initially set below the
wholesale price, giving alternative
providers no incentive to enter the
market. For example, BGE’s price-to-
compare prior to moving to market
rates in July 2006 was about 4.7 cents
per kilowatt hour (including a small
transmission charge), while the 
forward wholesale price for power
delivered at the region’s wholesale
market and grid operator was about 
7.8 cents. Clearly, alternative providers
will find it difficult to buy power at 
7.8 cents and sell it at 4.7 cents. 
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The switching numbers show the
consequences. As of June 2006, only
1.4 percent of all residential customers
in Maryland had signed up with an
alternative electricity provider, and
virtually all were in PEPCO’s service
area where rate caps were lifted two
years earlier. Elsewhere in the Fifth
District, about 1.5 percent of D.C.
households had switched to an alterna-
tive, down from the 6 percent share
alternatives enjoyed when rates were
uncapped in February 2005. Only one
alternative provider serves residential
customers in Virginia, and its share is
virtually zero.

These experiences compare unfa-
vorably to Texas, where 15 percent of
residential customers have already
switched to an alternative provider

after only three years of retail compe-
tition. One big difference is that
Texas, which adopted a program 
similar to the United Kingdom’s 
successful model, set the price-to-
compare at or above wholesale market
levels, leaving additional headroom for
competitive suppliers to enter the
market.

Despite these problems in the 
residential market, retail competition
has proved a success for commercial
and industrial customers. About 16.4
percent of Maryland’s businesses,
whose rate caps expired at the end
2004, have migrated to an alternative
provider as of June 2006. This repre-
sents about 63 percent of their 
total electricity load. Size certainly
matters. Big commercial and industrial

customers tend to be the first ones to
shop since a bigger electricity bill
means that they will be keener to save.
And since buying a trainload rather
than a truckload of a commodity can
often fetch a lower price, alternative
electricity providers are able to offer
better discounts to bigger customers
because it’s more cost-effective to 
handle a larger load. 

Following the Wholesale Market 
When states across the country were
debating whether to move to a 
competitive model, the main selling
point was the promise of lower prices.
But assessing whether retail competi-
tion has led to lower prices today is
trickier than it seems. One reason is
that rate freezes and reductions
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Retail Electricity Competition in Maryland
There are six alternative electricity suppliers that are actively seeking new residential customers. The area served by Baltimore Gas &
Electric, which uncapped rates in July 2006, has the most number of market players. Many of those companies are also looking to do 
business in other parts of the state.

SOURCE: Maryland Public Service Commission Web site as of October 2006

Baltimore Gas & Electric Company
• Commerce Energy
• Dominion Retail
• Maryland Energy Consortium
• Ohms Energy Company
• Pepco Energy Services
• Washington Gas Energy Services

Potomac Electric Power Company
• Ohms Energy Company
• Pepco Energy Services
• Washington Gas Energy Services

Delmarva Power
• Ohms Energy Company

Allegheny Power
• There are no alternative providers.

Southern Maryland Electric Cooperative
• There are no alternative providers.

Choptank Electric Cooperative
• There are no alternative providers.

Electric Utilities In Maryland
INVESTOR OWNED SYSTEMS

MUNICIPAL SYSTEMS

RURAL ELECTRIC COOPERATIVE SYSTEMS

Baltimore Gas & Electric Company

GARRETT
ALLEGANY

WASHINGTON

FREDERICK

CARROLL

BALTIMORE

BALTIMORE
CITY

HARFORD

CECIL

KENT
QUEEN 
ANNES

TALBOT
CAROLINE

DORCHESTER
WICOMICO

SOMERSET WORCESTER

ST. MARY’S

CALVERT
CHARLES

PRINCE
GEORGES

MONTGOMERY

HOWARD

ANNE
ARUNDEL

Delmarva Power
Allegheny Power
Potomac Electric Power Company

Berlin Municipal Electric Company
The Easton Utilities Commission
Hagerstown Municipal Electric Light Plant
St. Michaels Utilities Commission

A&N Electric Cooperative
Choptank Electric Cooperative
Somerset Rural Electric Cooperative
Southern Maryland Electric Cooperative

Thurmont Municipal Light Company
Williamsport Municipal Electric Light System

WILLIAMSPORT

THURMONTHAGERSTOWN

BERLIN

EASTON

ST. MICHAELS
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reached through separate deals with
utilities have blurred the picture, since
prices indeed fell but not because of
retail competition itself. 

Another way to compare competi-
tive and regulated prices would be 
to look at the change in prices in 
those states that have opened to 
retail competition and subsequently
uncapped rates, and those that have
not introduced competition. Using
this measure, economist Kenneth
Rose of the Institute of Public
Utilities at Michigan State University
finds that retail prices have risen by
15.8 percent over the period 2002 to
2005 in states which have moved to
market-based rates. This is faster than
the 12.3 percent increase in areas that
are still regulated.

Rose attributes higher prices to 
the workings of wholesale electricity 
markets rather than to retail competi-
tion. “When Maryland [holds] their
auction, the price they are going to get
is largely a function of the conditions
that are out there in the wholesale
market, and if the wholesale market is
showing any kind of problem that
might lead to higher prices then that’s
going to be reflected in the retail,” 
he says. 

Retail suppliers take their cue from
the price that clears the demand and
supply for electricity in the wholesale
market. The resulting price will at
times be very high because under very
tight conditions, the wholesale price is
set by the generating plant that is
called on to supply the last unit of 
electricity demanded. If that plant
uses natural gas (as it does today), 
then the price retailers will pay for
electricity depends solely on the price
of natural gas, even if the electricity
comes from other cheaper generation
sources. 

Under a regulated regime, the
monopolist’s electricity price depends
on the utility’s average cost of produc-
ing electricity. This is determined
mainly by the variable cost of fuel
expenses and the fixed cost of building
plants that generate the electricity. 
In this case, an increase in natural gas
prices affects electricity prices only in

proportion to the share of natural gas
in producing that electricity. Thus, in
contrast to a deregulated system, 
consumers will experience smaller
fluctuations in electricity prices. 

As far as price-conscious con-
sumers are concerned, this might
sound like an argument in favor of 
regulation. But Joskow argues that the
upside of competition is that prices
fall whenever there is excess genera-
tion capacity, while in a regulated
system, prices rise because utilities are
allowed to recover the fixed costs of
building increased capacity, even if it
turns out to be a bad investment.
Thus, wholesale prices can be higher
or lower than a monopolist’s price, but
electricity rates under competition
will always track the changes in the
cost of energy more closely. There is
some concern today about future
shortages of electricity supply due to
plant retirements and inadequate
investments, and the expectation is
that market prices will provide the
incentive to construct new generation
capacity. 

A New Optimism
When BGE’s rates were placed under
caps, the company survived the rate
freeze (even as wholesale market
prices were rising) by purchasing 
long-term fixed-price contracts for all
of their residential obligations. The
assumption was that the rate caps
would come off July 2006, and prices
from then on would closely track 
the market. Similarly, alternative 
electricity providers eager to serve 
the BGE’s service area were gearing 
up to enter a new arena. 

But an outcry over the very steep
rate hike persuaded regulators to limit
BGE’s standard rate increase to a mere
15 percent, forcing the company to
borrow money to make up for the 
difference and to collect on this 
debt by charging every household a
few dollars every month for 10 years
beginning January 2007. The promise
now is that customers will pay full
market rates by January 2008. 

Even so, lawmakers made sure that
retail competition would not be

affected. “Legislators went out of their
way so as not to harm the market,” says
Wayne Harbaugh, BGE manager of
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Electricity retail competition and
restructuring programs first took shape 
in Massachusetts, Rhode Island, and
California in 1998, and then spread to
about a dozen other states a few years
later. But the yearlong California power
crisis in the summer of 2000 as well as 
revelations of manipulation strategies in
wholesale markets took the luster off of
competitive reforms.

Although it is arguable whether these
events were due to problems inherent in
deregulation, it did prompt many states to
rethink their plans. Since then, no other
state has announced plans to deregulate,
and others have simply abandoned,
delayed, or significantly scaled back 
implementation. California and Arizona
eventually suspended retail competition.
Arkansas and New Mexico repealed 
their competition laws. Oklahoma and
West Virginia both passed legislation to
introduce retail competition but never
implemented it. 

More than half of the states are show-
ing very little interest. North Carolina 
and South Carolina considered retail
access several years ago but are no longer
discussing the possibility of competitive
reforms in the electricity sector.  As whole-
sale market prices rose above regulated
prices due to the rising costs of fuel, retail
competition became less appealing, 
especially in states with relatively low 
regulated prices such as in the Carolinas.
“Retail competition will not help when
your prices are reasonably low,” says Tom
Lam, a senior engineer with the North
Carolina Utilities Commission.

The sluggish pace of switching to 
competitive suppliers and the uncertainty
of lower prices in states that have adopted
retail competition is another reason 
why other states have shelved plans to
restructure the electricity sector. For now,
these states seem content to wait and see
whether retail competition does indeed
deliver its promised benefits. —VANESSA SUMO

Status of State Retail
Competition
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pricing and regulatory services. This
was accomplished by charging the full
72 percent price increase on the 
customer’s bill and then by giving a
credit on the same bill that brings this
down to 15 percent. Customers can
take this credit even if they move to an
alternative provider, which means that
they will incur a price increase of not
more than 15 percent, depending on
how much savings they can get with an
alternative supplier.  

However, outrage over the 72 per-
cent hike has prompted calls to look

into the possibility of reverting to a
regulated market. This uncertainty
may have held back consumers from
switching to alternative suppliers.
“[Customers] were unsure as to
whether some future legislative or 
regulatory action would ultimately
prove to be a better deal than compet-
itive supply. That uncertainty made
many customers reluctant to accept
cheaper competitive supply offers,”
says Kimberly August, director of reg-
ulatory and external affairs for
Washington Gas Energy Services, an

electricity provider. Moreover, some
alternative electricity providers may
have hesitated to enter the market.
“One thing that may have given the
suppliers pause is the uncertainty that
was in the legislative and regulatory
arena in this past year; they just
weren’t quite sure what was going to
come out of the legislature,” says
Harbaugh.

This ‘pressure cooker’ effect and its
accompanying pop in rates will be
closely watched in states preparing to
shed their own price caps. Virginia’s
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In the brave new world of electricity
markets, the price that residential
customers will pay for every kilowatt-
hour of electricity can vary along
with hourly movements in wholesale
markets. Each household will be able
to view real-time electricity prices,
check the running total on their
monthly bill every day, and choose to
shift their consumption of power-
guzzling appliances away from
higher-priced periods or reduce their
use altogether. Metering will no
longer be the dull activity of
manually reading a mechan-
ical device once a month
but of sending and receiv-
ing data through a
wireless communication
link several times a day. 

It may come sooner than
we think. Potomac Electric
Power Company (PEPCO)
together with the District of
Columbia Public Service Commission
and three other independent groups
are planning to introduce Smart-
PowerDC, a program that allows
residential customers to manage 
electricity consumption and poten-
tially lower their bills by using a “smart
meter.” 

Each of the 2,250 D.C. homes 
participating in the two-year pilot
project will be fitted with a meter
that can measure electricity use 
every 15 minutes and transmit this 
information to PEPCO. Half of the

participants will also receive a “smart
thermostat” that can, by means of
radio signals, remotely raise or lower
the temperature of an air conditioner
or central heating system during
exceptionally hot or cold days, when
the price of electricity tends to be
very high. It’s up to the customer to
reset the temperature to a more 
comfortable level, but they will be
warned by real-time electricity prices
displayed on the thermostat that

doing so will raise their bill.
The pilot program

will be used to test
the response of

residential cus-
tomers to three
pricing options
that make use

of their smart
gadgets. Hourly

Pricing charges cus-
tomers based on hourly

rates that are set a day before
in the wholesale market. Households
who choose Critical Peak Pricing 
pay substantially higher rates during
critical peak periods, about 60 or 
so hours throughout the year. For
instance, the critical peak rate 
during the summertime can be about
64 cents, but only 6.5 cents during
nonpeak periods. The final option,
Critical Peak Rebate, charges the
standard rate, but customers are
allowed to earn rebates by voluntarily
reducing consumption during critical

peak periods. PEPCO expects to
install the first smart meters before
the end of the year.

Guided by price signals, smart
meters put information and control
in the hands of the consumers. Not
everyone will be able to save money
by using the smart meter, as some 
can simply choose to continue to
consume the same amount of 
electricity even during higher-priced
periods. “Those that are imposing
the greatest costs on the system 
will be paying the highest prices,”
says Steve Sunderhauf, manager 
for program evaluations at PEPCO
Holdings. But there is potential for
significant savings for those who are
more responsive to price changes. 

Moreover, if this technology
becomes widely used, a demand
response to retail prices can 
ultimately have a moderating effect
on prices in wholesale markets. 
“The piece of the market that is 
missing is the demand side,” says
Sunderhauf. As consumers shift 
electricity use from peak to off-peak
periods, the prices in these two 
periods will also begin to narrow and
create a smoother and flatter pricing
schedule.

And there’s the environmental
impact too. Saving energy can help
reduce global warming by burning
less fossil fuel for generating 
electricity. That’s three cheers for 
the smart meter. —VANESSA SUMO

Smart Metering 

PH
OT

OG
RA

PH
Y:

 S
EN

SU
S 

M
ET

ER
IN

G 
SY

ST
EM

S,
 P

IT
TS

BU
RG

H,
 P

A

RF Fall v23  10/30/06  2:17 PM  Page 18



lawmakers and consumers will surely
be watching. Alternative providers
contemplating entering the market
will be on guard since companies will
be reluctant to make large investments
if there is a possibility that regulations
can suddenly change the rules of the
game. What may bode well for the
state, however, is that they’re phasing
in some fuel and base rate adjustments
early on, which may make the eventual
pop easier to bear.

Amid all this drama, alternative
providers in Maryland seem unfazed.
The evidence is in the activity cur-
rently taking place. “There are more 
competitors coming in which is a good
sign. We’re seeing prices at lower than
the utility’s standard offer so there’s
robust competition. [This is] good for
the end user in the long run,” says Skip
Trimble, a senior consultant at BTU
Energy, an electricity provider work-
ing as an agent for Commerce Energy.
At the moment, there are 23 licensed
providers in the BGE area and six 
listed as actively seeking new residen-
tial customers on the Maryland Public
Service Commission’s Web site.
Trimble thinks that most are offering
prices that average 7 percent to 11 per-
cent below the standard offer rates. 

With both the residential and 
commercial sectors now open to retail
competition and offering market-based
rates, the market has been given a much
needed boost. “We are seeing quite a
pickup in activity,” says Harbaugh.
“[Right] now we have 26 retail suppliers
[residential and commercial] that are
licensed and doing business in our terri-
tory so it has been a dramatic pickup in
the last couple of months.”  

Alternative suppliers are able to
offer competitive rates through their
business strategies as well as a rule that
binds how BGE can buy electricity
from the wholesale market. As BGE
moved out of the transition period, bid-
ding rules required the utility to go to
auction on three different dates from
December 2005 to February 2006. 

Not only did everyone know that
BGE was going to go out shopping at
these specific dates, but the electricity
prices in the wholesale market at that

time were very high. But if the acquisi-
tion of electricity were handled like a
real portfolio, as a manager would 
handle mutual funds, then alternative
providers can beat that price, and
that’s where the expertise comes in.
“They wouldn’t buy on three days 
during the year, they would look each
and every day if there’s a bargain,” 
says Trimble. “[But] that was not the 
utility’s fault, that was legislative in
nature,” he adds.

Apart from carefully managing
their electricity supply portfolio, BTU
Energy’s fundamental strategy, as well
as that of others, is to bring together as
many households and other small cus-
tomers as possible into buying groups.
By aggregating individual accounts
and serving a larger load, competitive
suppliers can get the scale they need to
buy energy in bulk and offer better
prices to smaller customers. Although
incumbent utilities like BGE do effec-
tively act as an aggregator for those
customers who choose not to shop,
Harbaugh explains that in Maryland,
these utilities are very passive in the
marketplace and simply act as a
provider of last resort for those who
have not yet chosen to switch to an
alternative provider. Incumbent 
utilities are not allowed to actively
solicit customers, nor are they permit-
ted to pursue an aggregation strategy.

Competition Brick by Brick 
Has deregulation failed? It might 
be easy to conclude so based on 
rising electricity prices in deregulated
markets. But this would not be a fair
assessment in many ways. With rate
caps slowly coming off, it seems that
deregulation may only be beginning in
earnest in Maryland and other parts of
the Fifth District, so that the benefits
of competition could still be forthcom-
ing. Lower prices will depend in part on
how robust competition will be, and on
this point we will have to wait awhile. 

Prices will depend on market con-
ditions for fuel prices as well. “People
need to understand that in a competi-
tive market prices go up and they go
down and that when you have a fuel
price shock, you’re going to see 

potentially large effects on the elec-
tricity commodity, either up or down,”
says Joskow. Though retail prices may
not change with the same frequency,
they will follow wholesale markets
more closely. In the future, Joskow
hopes to see retail contracts that
would allow households to choose to
what extent they want to track move-
ments in the wholesale market. This
feature would be important in over-
coming households’ natural aversion
to uncertainty — many families would
be willing to potentially pay a few
extra dollars more in exchange for a
consistently predictable power bill. 

And there is a value in electricity
prices reflecting market prices. With-
out an appropriate market signal,
households are shielded from the true
cost of electricity that prevents them
from making intelligent consumption
decisions. When the wholesale price
of electricity starts rising, as it has 
in the past years, households will 
only consume less if they are asked to
pay for the market price. Collectively, 
this makes for better use of electricity
and allows more people to enjoy the 
benefits of this resource.

Moreover, in well-functioning retail
and wholesale markets, a demand
response at the retail level would rever-
berate back to the wholesale market,
making the overall electricity demand
and supply balance as well as the price
more stable. Retail price caps were one
factor that exacerbated the power 
crisis in California six years ago
because it increasingly detached 
customers from the reality of higher
costs of electricity, particularly at a
time of severe scarcity. As wholesale
prices rose, incumbent utilities had to
operate at a loss because the caps did
not permit them to charge customers
prices that reflected the increasing
costs. The incumbents were also 
discouraged from purchasing long-
term contracts to lock in wholesale
prices. As their financial condition
worsened, the incumbents had little
choice but to interrupt power service
on several occasions.

But price is not the only dimension
of competition. If prices are set in the
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wholesale market so retailers are simi-
larly affected, then much of the
benefit may come from offering 
differentiated products to customers
at various prices, similar to the experi-
ence in the telephone and securities
industries. So far, alternative elec-
tricity providers have been offering
various shades of “green,” energy 
produced by some combination of
renewable sources from hydroelectric
plants, solar panels, wind farms, and
biomass fuels. Other innovations
could stretch in different directions,
including products which offer 
standard electricity but at various 
levels of price risk, quality and relia-
bility, depending on what customers
prefer and are willing to pay for. 

One also has to take account of
what the costs would have been in a
regulated world with some of the prob-
lems that existed back then. People
forget that an important part of why
restructuring was pursued in the first
place was because under a regulated
regime, consumers were asked to pay
for large generation construction cost
overruns. With competition, investors
bear the risk of these “mistakes,” not
the ratepayers.

If legislators are intent on going
down the road of retail competition,
the first thing that needs to be done is
to allow prices to rise to market levels.
While the sudden hike in retail prices
in the BGE service area was painful for
some, the eventual increase was

inevitable. Capping rates for too long
or not allowing some adjustments in
the meantime would only make the
eventual transition to market-based
rates more painful.

Another necessary step, according
to Craig Goodman, president of 
the National Energy Marketers
Association, a nonprofit trade associa-
tion representing wholesale and retail
marketers of energy, is that the 
incumbent utilities should no longer
provide competitive products and
services that the market can supply at 
a better price. In other words, retail
supply services like billing and 
collection (which the incumbents 
provide) should no longer be a 
monopoly function.

One could argue that it seems inap-
propriate for the incumbent, who is in
fact a competitor of the alternative
provider, to bill and collect on behalf
of its competitors. But according to
BGE’s Harbaugh, Maryland is one of
the few states that have already
opened billing and metering to 
competition. Even so, most alternative
providers still choose the incumbents’
billing and metering services because
nobody else can beat the prices they
charge. For this reason, Harbaugh
believes that most alternatives would
not want the incumbent to get out of
these businesses.

Informing households about how
retail competition works is another
stumbling block for new entrants.

Most customers still don’t know how
retail competition works and how they
can save money by switching suppliers,
according to Sheirmiar White, founder
of Ohms Energy, an electricity provider
who operates in Maryland. White says
that it costs his company about $40 to
$50 to persuade a residential customer
to switch over, a relatively small
amount since it can come to as much as
$200 for other alternative providers.
Goodman agrees. “One of the highest
costs of competitive services is acquir-
ing the customer away from a 100-year
monopoly that’s had 100 percent of the
market share,” says Goodman.

Surely there will be at least some
“sticky” behavior on the part of con-
sumers because the perceived costs
associated with switching are high.
However, once information barriers
come down and the conditions are
right, people will begin to choose the
electricity service provider that best
meets their needs. 

But the sluggishness seems to
reside among the legislators as well.
Some states that have dipped their
toes in restructuring the electricity
sector have not had the determination
to go with it all the way. The hesitation
is understandable but a choice has to
be made. When it comes to electricity
deregulation, there is no stopping
halfway. If retail competition is the
goal, then the key to success is 
making sure the right incentives are 
in place. RF
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On a cruise ship somewhere 
in the Caribbean Sea, Jim
Fernald checked his e-mail. 

A message had arrived from John
Taggart, chairman of Albemarle First
Bank of Charlottesville, Va., of which
Fernald was also a director. The note
said there had been a terrible develop-
ment: Albemarle First, it had just 
been discovered, had lost potentially 
millions of dollars in a check-kiting
scheme.

“My wife started laughing when she
read it. She thought it was a joke,”
Fernald recalls. “But I knew Jack
Taggart. I knew it was not a joke. And 
I could feel my breakfast coming up.”

It was late February 2003, only 
four years into the short but eventful 

history of Albemarle First. Not long
before Fernald received that e-mail,
the bank’s founding chief executive,
Charles Paschall, had resigned amid
questions about loan quality. Profits
had been elusive, with Albemarle
going into the red in both 2001 and
2002. And now this — two local 
businessmen had been juggling 
money from checks drawn from
Albemarle First and another bank,
despite having insufficient funds in
either account. The toll on Albemarle
First was $2.4 million — a potentially
fatal blow to such a young bank.

Let it be said that most new banks
do very well, providing their commu-
nities with a new source of funds and
enhancing competition. For the most
part, Albemarle First was no excep-
tion. But it certainly encountered its
share of troubles, the check kite 
probably being the biggest. The story
of Albemarle First offers a case study

regarding the sort of problems startup
banks can encounter and how those
problems can be resolved.

The story begins with two friends
talking one night in 1997. They 
observed that, at the time, two of
Charlottesville’s leading banks —
Jefferson National and Central
Fidelity — were being acquired 
by Wachovia. Together they had 46
percent market share of all bank
deposits in Charlottesville. It seemed
like an obvious opportunity for start-
ing a new, locally owned bank.
Charlottesville was growing fast, and
the technology boom was still boom-
ing. There was money around town
looking for good investments.

The two men were Taggart,
arguably Charlottesville’s top divorce
lawyer, and Charles Gross, a faculty
member and surgeon at the University
of Virginia School of Medicine. They
soon enlisted friends Frank Cox, who
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The Charlottesville, Va., banking market experienced significant consolidation in

the mid-1990s, leading a few new community banks to open their doors. For one it

was a bumpy but ultimately successful ride
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Editor’s Note: This article was 

produced by the Research Department

of the Federal Reserve Bank of

Richmond based primarily on 

interviews with bankers and 

businesspeople in Charlottesville, Va.

The Reserve Bank’s Department of

Banking Supervision and Regulation,

which oversees banking institutions 

throughout the Fifth District, 

declined to comment and  did not 

provide any information for this 

article, with the exception of items

already in the public domain.
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owned his own urban planning firm,
and Craig Wood, a partner at law 
firm McGuire, Woods, Battle &
Boothe. These four would become 
the founding organizers of Albemarle
First Bank (with Fernald and several
others joining up soon thereafter). 

It was a close-knit group. All four
had degrees from the University of
Virginia. Only Dr. Gross had signifi-
cant experience with banking, owing
to his family’s one-time ownership of a
small bank in Kentucky and his own
service on the board of a small bank in
Memphis. All four founders were
prominent Presbyterians, and there
was something of a religious passion in
how they planned their bank. Yes, it
would be a good investment for share-
holders, but it would also be a bank for
the little guy who was ignored by
Charlottesville’s other banks.

There are many reasons to open 
a bank. One of them is the financial
incentive: Community banks histori-
cally have been safe, sometimes
outstanding, investments. Another
reason is prestige. In smaller towns,
especially, the hometown bank tends
to be at the center of important, local
economic activity. Then there are
those who see a genuine need and har-
bor a genuine desire to help their
town’s businesspeople. Community
bankers like to style themselves as true
friends of small business, always 
willing to listen and possibly lend
when big banks and their impersonal
credit-scoring models turn good 
borrowers away.

By all accounts, the organizers of
Albemarle First were not motivated 
by the appeal of making money; 
they were already wealthy individuals.
What they wanted was to make a valu-
able contribution to Charlottesville.
“We wanted to form a local
Charlottesville institution for bank-
ing,” Gross says. “We thought we
could serve the community well.”

Whither Small Banks?
Economists usually define community
banks as having less than $1 billion in
assets. In the United States, banks of
this size represent about 90 percent of

all banks but account for less than 
20 percent of deposits and loans. 
They endure in a time of big banks —
with their economies of scale and vast
branch networks — in major part
because of their hometown advantage.
That is, hometown loan officers can
sometimes collect better information
about borrowers, knowing more 
about their backgrounds; and the 
ability to make decisions without con-
sulting higher-ups in other towns can
be used as a marketing advantage.
“Because large banking organizations,
because of their size, tend to be 
centralized or rule-oriented, it makes
it more difficult for them to provide
‘relationship’ lending in the way small
banks do,” says Gregory Udell, an
economist who studies banking at
Indiana University.

The focus on a small-business 
clientele is also natural. For one thing,
small banks have less money than big
ones to lend out; they can’t serve
Fortune 500-size firms. But new banks
in communities where other banks
have recently been acquired have an
extra incentive to focus on small 
business: Banks which have been
absorbed by larger banks, studies
show, ratchet back their volume of
small business lending. Other banks 
in the community then can pick up 
the slack, Udell says.

Albemarle First aimed to be this 
kind of new bank. It ended up with a 
10-member board of directors (the
10th member being the CEO, Paschall).
They included Fernald, who works as
general sales manager at the local
NBC-TV affiliate, and Marshall Pryor,
at the time a partner with a local men’s
clothing store. The director with the
deepest experience in banking was
Richard Selden, a retired economics
professor who had served 17 years on
the board of First Virginia Bank. He
was pragmatic. “I think I can truthfully
say that I was by far the most knowl-
edgeable person [on the board] about
banking,” Selden says. “I was never a
true believer about any mystique 
about community banks. They all fail 
or succeed for the same reasons. I 
just wanted to have a good bank.”

CEO Charles Paschall was recruit-
ed from a bank in the small southwest
Virginia town of Tazewell, of which 
he served as top officer. Paschall had
more than 20 years of banking 
experience and grew up in a sort of
blue-collar section of Charlottesville
known as Belmont; his father had been
pastor of Belmont Baptist Church.
His bank had been acquired by First
Virginia, and Paschall was eager to
take on a new challenge in his home-
town. “I think the strength of our
bank was that we were trying to put a
premium on customer service and per-
sonal relationships,” Paschall says
today. “We were going after a broad
market, not an affluent market.”

Paschall began work for Albemarle
First in May 1998. He set about 
building a bank where “customers
were treated with respect and 
dignity.” By Paschall’s order, no
employee had voice mail; customers
would always speak with a live 
human being.  “We had a really good
approach,” Paschall says. “People
loved coming to our bank, loved our
staff members, and loved our position
in the community.”

Albemarle First opened its doors
on Dec. 28, 1998, with an office at 
1265 Seminole Trail, just north of the
University of Virginia campus, on the
city’s main retail strip. It had raised 
$7.2 million in capital. This was not a
lot of money, though it was within the
norm of $7 million to $10 million 
for starting capital of Virginia banks
during that time. 

Albemarle First was hardly alone in
opening that year. In 1998, nine new
banks opened in Virginia, the most
since 10 opened in 1988. Unfortunately
for the founders of Albemarle First,
they weren’t the only ones in
Charlottesville with the idea of start-
ing a bank. The other was Virginia
National Bank, and it in fact had a
five-month head start.

The Other 
Charlottesville Startup
The founders of Virginia National saw
the same opportunity Albemarle
First’s founders saw — a growing 
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market with no locally owned bank. 
In particular, they saw that three large,
out-of-state banks held about 70 per-
cent of the town’s deposits. The 
three founding directors at Virginia
National were local businessmen
Hunter Craig, C. Wilson McNeely, 
and Reid Nagle. They raised $18 mil-
lion in 21 days.

To hear Nagle — founder of the
research firm SNL Financial — tell it,
the Virginia National organizers never
viewed Albemarle First as a formidable
rival. “They [Albemarle First] didn’t
start with enough capital. Secondly,
they didn’t have the caliber of manage-
ment that Virginia National started
with,” Nagle says. (Nagle resigned from
the Virginia National Board in 2003.)

Paschall obviously doesn’t agree
with the second part of Nagle’s 
assessment, but he does think that
Virginia National’s first-mover advan-
tage helped it raise more money. 
“We probably should have had more,”
Paschall says. 

Even before filing an application
for their charter, the Virginia National
organizers hired a CEO — finding
Marcus Giles, a University of Virginia
graduate, running a $1.5 billion bank in
Houston. What Giles liked about
Charlottesville was the competitive
landscape. “If ever there was an oppor-
tunity for a successful local bank, it
was Charlottesville,” Giles says. “I’d
had experience running a bank, but
more relevant was my experience 
competing against … big banks. It’s
not just being there, saying ‘we’re local’
but it’s having a set of strengths that
compare favorably to how they do
business. That’s the trick.”

The two organizing groups were
aware of each other. Giles describes a
meeting he had with Frank Cox (one
of the four Albemarle First founding
organizers). They discussed whether
some formal meeting between the two
groups might be desirable to figure out
if there was indeed room for both of
them. Giles recounts the meeting:
“His response was, ‘We’ve thought
about it, but no, we think this town is
big enough for the both of us and
there’s too many philosophical differ-

ences between our organizing group
and your organizing group.’”

By “philosophical differences” 
Cox may have been alluding to the 
perceived target markets of the new
banks. Virginia National was seen as
going after an upscale clientele where-
as Albemarle First fancied itself a
working man’s bank. Around town,
people joked that it was a battle
between The Blueblood Bank and 
The Bubba Bank. Gross puts it this
way: “We were aiming for the small 
businessman in Charlottesville, the
ordinary citizens, not necessarily the
wealthiest.” 

Giles doesn’t agree with those char-
acterizations, calling them “baloney”
and marketing spin. It’s true that
Virginia National’s strategy made it
“choosier in the loans we went after,”
he says, but that’s because the bank’s
focus has been in developing deposit
relationships first, then lending 
relationships second.

Lending Culture
New banks have to be careful. “Any
new bank in a community will face a
pool of potential applicants that
includes a backlog of those previously
rejected over some period of time,”
wrote Philadelphia Fed economist
Sherrill Shaffer in a 1997 paper. Shaffer
concluded that newly chartered banks
experience “substantially higher loan
charge-off rates during their third
through ninth years, consistent with
theory.” Particularly vulnerable, other
research has shown, are new banks
that start with low initial capital 
cushions because those cushions 
can quickly be eroded by a few bad, 
big loans.

“We were aware of that,” Paschall
says today, referring to Albemarle
First’s status as not only a new bank,
but also the second new bank to open
in a period of months. “We didn’t relax
our standards in order to get business.
But we did try to find ways to make
loans. When possible, we tried to 
mitigate the risk because, obviously,
you don’t make money if you don’t
make any loans.” By “mitigate the
risk,” Paschall meant things like

requiring additional capital, changing
payment structures, or lowering 
loan amounts. All loans were fully 
documented, Paschall says, and those
of $300,000 or greater were approved
by the board’s loan committee.

Back when he was a director at
First Virginia, Selden had spent some
time on the bank’s loan committee,
watching directors fire question after
question at loan officers before granti-
ng approval. “They were tough. 
That was the foundation of the great-
ness of that bank,” Selden says. “That
was lacking at Albemarle First.” Selden
described meetings at Albemarle First
where it was regarded as poor form 
to ask too many questions about a 
borrower’s financial status. He also
wondered, and frequently asked, why
the bank hadn’t hired a chief lending
officer and worried that the bank 
was operating as a de facto “welfare
agency.”

Fernald says, “I’ve had people tell
me, ‘You were the only ones who gave
me a loan in 1999, and I’ll never forget
you. Sometimes little businesses 
grow into big ones … We wanted to
give some people an opportunity to
get funding that they might not 
[otherwise] get. That being said, in 
the process we obviously made some 
mistakes.”

During 2001, many banks were
beginning to have a rough time, with
bad loan ratios rising from 1.12 percent
nationwide to 1.41 percent, thanks to
the combination of recession and the
Sept. 11 terrorist attacks. The Federal
Reserve Bank of Richmond schedules
regular checkups with the banks that
it regulates throughout the Fifth
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Virginia National Bank entered the Charlottesville
market shortly before Albemarle First.
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District. In such meetings, discussions
often focus on loan portfolio issues.
The Richmond Fed provided regula-
tory oversight for Albemarle First.

The reason bank examiners exist is
because deposits at commercial banks
are insured by the Federal Deposit
Insurance Corp. (FDIC) up to
$100,000; without this protection,
there would be little basis for outside
supervision. Whether to put a loan on
a “watchlist” or to downgrade it to 
“substandard” is often a judgment call
— but one that carries with it conse-
quences to a bank’s balance sheet. 
A substandard classification can
require, for example, that a bank trans-
fer earnings to a reserve account for
possible loan losses. For these reasons,

discussions between bankers and regu-
lators can sometimes be sensitive.

Discussions about credit quality
heated up at Albemarle First during 
the fall of 2001. On Dec. 20, 2001,
Albemarle First issued a statement that
Paschall had resigned. (Today he works
as a consultant in North Carolina.)

Gross was a member of the loan
committee during this time. While
not discussing details, he explains
Paschall’s resignation this way: “The
chief executive wasn’t being quite 
as prudent at managing the bank,
especially the loan portfolio, as we felt
he should be.”

Here are the numbers: In 2002,
Albemarle First ranked No. 134, out of
more than 7,000 commercial banks
nationwide, in worst ratio of non-
performing loans (past due more 
than 90 days or no longer accruing
interest) to total loans, at 5.27 percent.
The national average in 2002 was 
1.46 percent. By comparison, Virginia
National has yet to post a year-end non-
performing loan ratio of higher than .03
percent. (The information conveyed in
these ratios is limited, however, in that
they do not tell us whether there were a
large number of troubled loans or just a
few, big-dollar problems.)

Albemarle First slid into the red 
in 2001 and 2002, posting annual 
losses of $346,000 and $280,000,
respectively. (By comparison, Virginia
National earned profits of about
$750,000 each of those years.)

These are not good numbers. But
at the same time they don’t suggest
that Albemarle First was necessarily
near failure. To Paschall they may 
misrepresent the true quality of the
loan portfolio he developed. He says
that profitability would not have
deteriorated (Albemarle First had
posted its first profitable month in
mid-2000) and the bad-loan ratios
would not have climbed as much had
he been allowed to stay. “How a loan is
worked out or collected has every-
thing to do with the skill of the person
who is collecting,” Paschall says.
Moreover, he says he disagreed with
many decisions about whether to 
classify certain loans as troubled.

Paschall is correct that loan 
portfolio management does contain a
significant subjective component, but
his assertion that regulators were
overzealous is the sort that almost any
banking analyst would view with
strong skepticism. Tony Plath, a 
business professor at the University of
North Carolina at Charlotte who
closely follows the banking industry
says that, in general, successful 
community banks are wary of taking
on big risks in hopes of raising profits.
“That is never a winning game for
community banks. The regulators are
not trying to put a bank out of 
business,” Plath says. “They’re trying
to keep the bank in business.”

Jake Richardson worked as a loan
officer at Albemarle First from 
January 2001 until February 2003. He
worked in banking since 1982, though
he now works in a different line of
business. One of the main reasons
Richardson came to Albemarle First
was to work with Paschall, whom he
had long admired.

Richardson puts the number of
loans that were identified as troubled
during the fall of 2001 at about 12, 
with most of those eventually being
paid off to a large extent. He says he
thinks it was “prudent to point out the
troubled” loans. But in Richardson’s
eyes, some directors were simply 
waiting for an opportunity to do what
they had been pondering for some
time — to show Paschall the door. 
“I honestly believe that [the board]
panicked and the situation could have
been worked through,” he says.

The decision of the directors, how-
ever, was clear: Albemarle First
needed to take a new direction and
that meant change at the top. With
Paschall’s departure, Albermarle First
moved quickly to hire a new CEO,
Tom Boyd, and pay greater attention
to its lending culture. Boyd 
was recently retired from running
Eastern Virginia Bankshares, a $400
million bank in Tappahannock. A
Charlottesville native, he was asked 
to serve at least two years in helping
Albemarle First right itself, and 
he agreed.

Growing Market Share
Virginia National Bank nosed into Charlottesville's 
top 5 in deposit market share by 2006; Albemarle
First was a distant No. 7.

* NationsBank became Bank of America
** Data as of June 30

SOURCE: Federal Deposit Insurance Corp.

1998
BANK

Wachovia
NationsBank*

Crestar
Guaranty Bank
One Valley

MARKET SHARE

32.24%
21.59%
18.64%
9.20%
7.81%

2002
BANK

Wachovia
Bank of America
SunTrust
Guaranty Bank
BB&T
Virginia National
First Virginia
Albemarle First

MARKET SHARE

28.50%
22.08%
15.85%
7.92%
7.72%
6.53%
4.68%
4.58%

2006**

BANK

Wachovia
Bank of America 
SunTrust
BB&T
Virginia National
Union Bank
Albemarle First

MARKET SHARE

24.39%
23.23%
15.61%
12.73%
8.45%
5.78%
3.49%
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An accounting firm was called in to
assess the loan portfolio. Then the
bank hired a “workout” artist to clean
up, restructure, and rebuild the 
troubled loans. There were some
changes in the lending personnel, and
soon the bank hired its first-ever chief
lending officer. “We charged off some
and worked with others and construc-
tively tried to get what we could 
back on their feet,” Boyd says. “There
were some success stories, and there
was a lot of blood, sweat, and tears.”

In its 2002 year-end press release,
Albemarle management suggested
that a corner had been turned: “We
believe we have now identified the
large majority of problem loans in the
portfolio and are pursuing resolution
on these as quickly as possible.” 

The Kite
The following information was culled
from documents filed in Albemarle
Circuit Court: Sometime around June
2000, Charlottesville businessmen
John Reid and Alan Pinkerton Jr.
opened a demand deposit account at
Albemarle Bank for a company called
RPD Properties. RPD was one of
three affiliated companies, including
Ivy Industries, for which Reid and
Pinkerton served as officers. Shortly
after opening the Albemarle First
account, Reid and Pinkerton embarked
on a classic check-kiting scheme.

Basically, the point of a check kite
is to take advantage of the float — the
period of time between when a deposit
is made and when a bank actually col-
lects the deposited funds. Reid and
Pinkerton would draw checks — in
multiples of $5,000 — from one of
their accounts at SunTrust Bank and
deposit them to their Albemarle First
account. Albemarle First would accept
the checks, provide credit to RPD
Properties, send the checks to the
Federal Reserve Bank of Richmond,
which in turn would present the
checks to SunTrust for payment.
Meanwhile, during this one- or two-
day float period, Reid and Pinkerton
deposited checks drawn from their
Albemarle First account into their
SunTrust accounts.

This juggling gave the appearance,
thanks to the float, of adequate funds
when in fact none existed. In July 2001,
for example, Reid and Pinkerton made
42 deposits at Albemarle First, totaling
$15.6 million. In the same month, 
the pair deposited 172 checks with
SunTrust, totaling $15.7 million, accord-
ing to court documents. This pattern
went on for more than three years.

On Feb. 26, 2003, the scheme 
unraveled when SunTrust notified
Albemarle First that it was returning
checks from Reid and Pinkerton
unpaid. The returned checks summed
up to $2.42 million. In a final attempt
to keep the kite alive, Reid deposited 
a check for $2.42 million in the
Albemarle account; it was drawn 
from an account at Southern Financial
Bank. Reid then tried to cover the
Southern Financial draft by depositing
a $2.42 million check drawn from the
Albemarle account. The jig was up.
(Reid had also falsified documents to
get a loan at Albemarle First as well 
as several other Charlottesville banks.
Virginia National, for example, lost
what Giles recalls as about 20 percent
of a $1.2 million loan.)

“That was a mind-blower,” Fernald
recalls. The directors moved quickly,
though. Each of them put up personal
funds, Fernald says. And from April 4 
to June 10, 2003, the bank raised $2.35
million in new capital, though it did
not come cheap. The bank had to
reduce the exercise price of warrants it
had sold in a secondary offering two
years earlier from $10.50 to $7. (A
warrant is a certificate that entitles the
holder to buy stock at an agreed price;
usually, this means an investor can buy
stock at the warrant’s exercise price
and then resell it at a profit.)

Albemarle First sued the principals
of the firms whose names Reid 
and Pinkerton had used in the check-
kiting scheme. One of those was
Francis Troost Parker, a retired, 
minority-owner of Ivy Industries. 
(That company had to close in the
aftermath of the check-kiting scheme,
causing a minor media sensation in
Charlottesville while costing about 150
people their jobs.) The suit against

Parker was eventually settled, but
before it was, Parker filed a counter-
claim that contained a scathing critique
of Albemarle First’s management.

Parker pointed out some seemingly
obvious signs that a check kite was
afoot, with the huge number of large-
dollar amount deposits made by a
relatively small business. “Prudence
and reasonable care, if not regulatory
requirements, demanded that the
bank have in place computer programs
and other safeguards that would cause
it to detect this kind of fraudulent
activity,” Parker’s counterclaim said.
“Even a cursory review of the monthly
bank statements and the magnitude of
the activity should have caused bank
personnel to question the activity in
the Albemarle First account and 
discover the fraud.”

Albemarle First was able to recover
some of the check-kite loss, making
the final toll $1.8 million. The bank
also ended up losing almost exactly
that amount in 2003.

More Twists
New banks have historically been
good investments. David Danielson,
president of bank consulting firm
Danielson Associates in Vienna, Va.,
says that a recent sign of this is that
new banks increasingly are being 
started by investment groups with no
ties to the community where they aim
to start a bank. 

In the past, it was former execu-
tives of acquired banks that typically
launched new banks. In recent years
(though it’s unclear yet how much it’s
still happening amid the housing 
market moderation in 2006), some of
this has been just timing with the
economy. “Most small commercial
banks make a lot of real-estate backed
loans,” Danielson says. “And with the
rise in real estate, we had banks with
pristine loan quality and the ability to
make these loans backed by real
estate.” That makes new banks, 
in general, an investment that is 
“very steady and with very good
returns,” he says. It is also a highly
regulated, highly transparent busi-
ness, and lately very safe. In 2005, 
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not a single U.S. bank (of any size)
failed.

The flip side for investors, however,
is that new bank stocks can be illiquid
— hard to sell — during their first five
or 10 years — unless the bank is
bought out.

It was just as Albemarle First 
was putting the check kite and its
lending problems behind it that
Charlottesville businessman Richard
Spurzem became the bank’s largest
outside investor. He had actually been
buying up shares since 2001, but only
started buying in big bunches in 2002,
he says, figuring that the bad loans
were largely behind Albemarle First
and that any bank in the hot market of
Charlottesville had to have a future. 
By 2004, he had amassed an 8.55 per-
cent stake in the bank, making him 
the largest outside shareholder.

(It was about this time that Richard
Selden quit the Albemarle First board.
He didn’t want to talk about the 
circumstances of his exit, but Gross
acknowledged that Selden had “been a
little critical.” It also should be point-
ed out that Selden was 82 at the time.)

Meanwhile, Spurzem was impa-
tient. The loan portfolio looked in
better shape, true, and profits were
beginning to trickle in. But with
Albemarle’s still relatively small capital
base, there were limits to how much
and how fast the bank could grow.

At the time, shares in Albemarle
were trading, though thinly, at just 
less than $10, which had been the 
initial offering price six years before.
In late December 2004, Spurzem sent
a proposal to Albemarle’s board: 
Sell the bank. Boyd said in a state-

ment that the bank would indeed con-
sider the request, which wasn’t 
the only one.

According to a filing with the
Securities and Exchange Commission,
the search for a suitor officially began
in January 2005. A consultant identi-
fied 29 potential acquirers. That list
was quickly whittled down to six 
banks that had an interest in 
buying Albemarle First. The initial
high bidder was Premier Community
Bankshares of Winchester, Va., offer-
ing a $29 million deal with 80 percent
stock and 20 percent cash that would
eliminate the name “Albemarle First.”
But then Millennium Bankshares of
Reston, Va., came in with a bid that
was 50 percent cash and 50 percent
stock. Additionally, Millennium said it
would preserve the name Albemarle
First and keep two directors on the
merged board.

On June 9, the boards of Albemarle
First and Millennium approved the
deal. “We are very excited to have a
partner in Millennium Bankshares, a
fine Virginia bank holding company
that really believes in the traditional
community bank concept,” Albemarle
First CEO Boyd said in a statement
announcing the $29 million deal.

Shares of Albemarle First immedi-
ately jumped to near the proposed sale
price of $15.82. And that ought to have
wrapped up the Albemarle First story.
But then came along an investor
named David Harvey. He figures in the
Albemarle story twice: Harvey at one
point owned more than 9 percent of
the bank’s outstanding stock, picking
up a sizable chunk in the bank’s 
secondary public offering in the 
beginning of 2001. He sold off those
shares fairly quickly, however. But he
resurfaced in the summer of 2005, this
time as a shareholder of Millennium.

On Aug. 5, 2005, Harvey’s invest-
ment firm, Hot Creek Capital of
Nevada, announced that it had bought
a 6.21 percent stake in Millennium. In
a letter attached to the SEC filing,
Harvey objected to the Albemarle
deal. Besides being disappointed with
Millennium’s returns to shareholders
of late, Harvey said he disapproved of

“your pursuit of a merger transaction
which is highly dilutive to tangible
book value per share.”

Harvey’s group was soon joined by
like-minded investors in saying they
would oppose the transaction.
Millennium needed a two-thirds OK
for approval of an amendment to its
articles of incorporation that would
increase shares of stock from 10 mil-
lion to 20 million, and in the Nov. 28
shareholder meeting, it failed to get
the necessary super-majority.

But by Jan. 13, a new deal was in
place with original high bidder
Premier Bankshares as the buyer. The
bid this time was more favorable to
Albemarle, including a 50-50 split
between cash and stock as payment
and with the preservation of the name
“Albermarle First Bank” as a Premier
unit. The $29 million price stayed the
same. The deal closed July 1, 2006. Two
Albermarle directors, Fernald and
Thomas Beasley, joined the board of
Rockingham Heritage, the Premier
bank under which Albemarle First
now operates. Boyd stayed on as chief
of Albemarle First.

To Harvey, this was about as good
an outcome as Albemarle First could
have expected. Harvey recalls buying
up shares in Albemarle First with
optimism back in 2001 only to quick-
ly become discouraged. “In the case of
Albemarle, we hoped for materially
better performance. Our theory of
investment evolved from one of look-
ing over the long term, waiting for
them to build a nice bank, to a short-
term one hoping for a sale. When we
saw evidence of their defective credit
culture, that led to sale of the stock.”

There are inevitable comparisons
with the other Charlottesville bank
that opened in 1998 — Virginia
National. At the end of 2005,
Albemarle First had generated profits
of $243,000, with three branches 
and $101 million in deposits. Virginia
National’s profit was $3.1 million, with
six branches and deposits of $250 mil-
lion. Virginia National held about 9.5
percent of the Charlottesville market,
trailing only four big banks; Albemarle’s
market share was 3.8 percent.
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“Albemarle ultimately and
inevitably became sold,” Harvey says.
“The other bank [Virginia National],
not necessarily so. It’s going to make
people a lot of money simply by pro-
ducing return on equity.”

Reid Nagle, the former Virginia
National director, notes that several
other banks have entered the
Charlottesville market since 1998,
including a startup. All of them have
been fairly successful, and that’s good
for Charlottesville, he says. “It serves
the market best to have this effective
competition,” Nagle says. “Albemarle
First wasn’t effective competition.”

A New Beginning
Despite all the setbacks — from 
opening just months after another 
new bank had hit the scene to the
lending crisis to the check kite and 
to the first, failed merger — this 
looks like a happy ending. The leaders
of Albemarle First overcame the 
early problems and successfully built
up a franchise with more than 
$100 million in deposits and a name 
valuable enough that the new owners
didn’t want to change it. For share-
holders who bought the stock in 1998,
Albemarle’s sale price equals about 
a 5.9 percent annualized return. 
Many stocks have done worse than
that. (On the other hand, Virginia
National, which first started trading at
$10 a share in 1998, today trades at
around $40.)

“It turned out to be a good invest-
ment,” Gross says. “Obviously it would
have been better had there not been
the kite.” Says Boyd, “I think those
[shareholders] who have elected to
stay with the new bank will find that
it’s a good investment. We’re a growing
bank in a growing market.”

Robert DeYoung, associate director
of the FDIC’s division of Insurance
and Research, is one of the nation’s
leading researchers of community
banks. He says that startup banks in
particular face four major risks: over-
aggressive loan growth; dependence on
noncore (which include deposits
exceeding $100,000 and brokered
deposits) funding; poor cost control;
and a poor local economy. Aside from
this final factor, all the others are with-
in management control. “When you
look at two banks in the same market
and why one did well and the other 
didn’t, you have to look square at 
management,” DeYoung says. 

That said, DeYoung adds, the vast
majority of new banks succeed. In one
study, DeYoung found a new bank 
failure rate of 16.5 percent over 
14 years, which is substantially lower
than the 60 percent failure rate of
other new businesses. In fact, the 
16.5 percent rate happened during a
period which included the savings 
and loan crisis of the 1980s, the
nation’s worst time of bank failures
since the Great Depression.

Asked what sort of advice he would
give aspiring bank organizers, Fernald
says: “You absolutely have to have a
president and chief lending officer
that you have 100 percent faith in.
And I think the bank board should
have at least three outside directors
with experience on previous bank
boards … I think bank directors need
to go out and get business, of course,
and I’ve tried to do that. They also
really need to be able to follow the
financials and fully understand them.”

To Spurzem, it all comes down to
the board. “These people took a bank
in one of the best markets in the 
country, and they couldn’t do it.”

As it happens, Spurzem at one
point wanted to join the board.
Sometime in 2004 Spurzem says he
had lunch with Taggart to talk about it.
Spurzem says that Taggart explained
how the board was virtually conflict-
free. The suggestion was that
Spurzem’s addition would disrupt this
geniality.

“I thought I could help them out,”
Spurzem says, though the board 
obviously thought differently. “On a
board, you should have some con-
tentious issues, some dialogue. If
everyone is saying the same thing,
someone is not asking the right 
questions.” RF
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R E A D I N G S

Postscript: In reporting this
story, I contacted each of the nine
founding directors of Albemarle
First (with the exception of
Marshall Pryor, who in 2004
became an employee of the bank)
and asked for an interview. Only
three responded — Gross, Fernald,
and Selden. 

I was most interested in hearing
from John Taggart, the founding
chairman. I first called him just a
few days after the sale to Premier
closed. He said he’d be glad to talk
with me — but first he needed to
check with officers at Premier. 
He asked me to call back later 
that day. When I did, I got his
voice mail.

Over the next two weeks I left
six more messages and one e-mail.
Twice, a secretary told me Taggart
wanted to talk and would soon call
me back. He never did.
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Whole Foods Market is 
rising toward the top of
the food chains. Sales at

the world’s leading natural and organics
supermarket soared to $4.7 billion in
2005, growing by 22 percent over the
previous year and more than doubling
over the last four years. But everyone,
it seems, is after its market share.
Whole Foods’ more than 170 stores
across North America (plus about 70
more to come, including one in the
United Kingdom) are today the envy
of many. 

It’s difficult to ignore the natural
and organic food sections that have
sprouted alongside “conventional”
choices in big and small supermarkets
across the country, testament to the
booming demand for all things organ-
ic. Supermarket giants Safeway and
Wal-Mart have responded by moving
aggressively into organic products this
year. While concerns abound on
whether the rise of “big organics”
could water down standards and
depress prices to worrying levels for
farmers, what is clear is that consumer
demand is poised to grow rapidly as

organic products extend their reach
into the homes of many Americans. 

But demand is growing so fast that
supply can barely keep up. News of
shortages of organic milk, orange
juice, meat, and other food products
has raised the question: Why don’t
farmers produce more organic foods?
At a glance, it would seem that they
could fetch higher prices for organic
output compared with conventional
foods. But conversion to organic farm-
ing cannot happen overnight, nor is it
a decision that a farmer takes lightly.
The adjustment is slow because of a
three-year transition period that
involves risks, profit loss, mastering an
entirely new farming system, and a lot
of record keeping. “I think that the
transition period is very difficult for a
lot of [farmers] to bridge,” says
Catherine Greene, an economist with
the U.S. Department of Agriculture
(USDA). Farmers must weigh the
strong price premium for organic
products on the one hand against the
costs and risks on the other and
decide: Is transitioning to organic
farming worthwhile? 

A Natural Preference
Consumer demand for organics has
been impressive, with market share
tripling since 1997. That said, organics
still made up only 2.5 percent of all
food sales in 2005. Within the organic
food basket, demand for meat, fish,
and poultry grew by 55 percent in 2005
over the previous year, while organic
dairy expanded by 24 percent. Organic
fruits and vegetables take up the
largest share of the food basket, and
demand for these products increased
by a steady clip of 11 percent.  

Why do people buy organic? The
increasing passion for organic food
comes mainly from the perception that
it is safer, healthier, and better for the
environment. Organic produce is
grown free from most types of syn-
thetic chemicals used to kill pests or
weeds or to fertilize crops; and organic
meat, poultry, eggs, and dairy come
from animals that are given no antibi-
otics or growth hormones. Organics
are also believed to contain more nutri-
ents than conventionally produced
food. And because chemicals are 
avoided in organic farming, the gentler
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treatment of the land nourishes the soil
and reduces water pollution.

Consumer confidence in buying
organic food has also been encouraged
by the standards set by the USDA. To
get the coveted “USDA Organic”
label, a product must be made with 
at least 95 percent of organically pro-
duced ingredients. This has helped
make consumers more confident that
they are actually getting what they are
paying for — usually at a premium
over nonorganic foods. As demand has
increased, more stores have decided to
carry organic products, making them
easier to find. About 46 percent of
organic food was purchased through
conventional supermarkets, mass mer-
chandisers, and club stores in 2005,
almost as much as the share bought
through natural food outlets.  

But as Americans increase their
appetite for wholesome fare, the
organic food supply has been falling
far short of demand for anything from
meat to milk to nuts. So much so that
it’s limiting manufacturers’ ability to
churn out more organic products. In
the Organic Trade Association’s 2006
survey of organic food manufacturers,
52 percent reported that “a lack of
dependable supply of organic raw
materials has restricted their company
from generating more sales of organic
products.” 

The shortage is forcing producers
to look abroad. Scarcity of raw 
materials is leading Stonyfield Farm, 
a large organic yogurt manufacturer, 
to consider sourcing organic milk
powder from New Zealand. Organic
meat has likewise been in short supply
due to the low number of organic 
livestock producers in the country,
according to natural foods consultancy
Organic Monitor. As a result, meat
producers are importing organic beef
from Australia and Latin America.

Large organic distributors, which
are often at the forefront of this tussle
between supply and demand, concur
with this picture of scarcity. “Almost
every commodity you can think of is
being supplemented with products
from overseas right now,” says George
Kalogridis, president of organic food

supplier George’s Organics. “We could
not have the growth we’re having in
any commodity item without the over-
seas production.” How much organic
food is imported is difficult to say pre-
cisely, since U.S. trade codes currently
do not distinguish between organic
and nonorganic products. 

A recent USDA report, however,
estimates that between $1 billion and
$1.5 billion of organic food was import-
ed in 2002, representing about 12
percent to 17 percent of organic food
sales during that year. Sourcing organic
food from abroad will likely remain 
significant even as more farmers
switch to organic farming: Some prod-
ucts are not grown locally (such as
tropical fruit and coffee), are needed
to supplement production during the
winter months, or are simply cheaper
to import than to produce at home. 

Domestic supply is doing what it
can to keep up with the strong
demand. As of 2003, the number of
certified organic livestock rose by
almost sevenfold in six years, while the
number of poultry was 11 times what it
was in 1997. Certified pasture and
cropland was up 63 percent over the
same period, but this is only 0.2 per-
cent of the country’s total agricultural
acreage. In comparison, the share of
farmland devoted to organic produc-
tion in all 15 countries (before the
2004 enlargement) of the European
Union (EU) is 3.9 percent, or more
than five times the amount of organic
farmland in the United States. 

One possible reason for this differ-
ence is that the EU has actively
promoted the growth of its organic
sector, unlike the United States, which
takes a more hands-off approach to
organic production, according to
USDA economists Carolyn Dimitri
and Lydia Oberholtzer. From the EU’s
perspective, organic agriculture pro-
vides environmental and social
benefits, public goods that justify gov-
ernment intervention through “green
payments,” or subsidies to converting
and continuing organic farmers. While
the United States does subsidize cer-
tain farm products, regardless of how
they are grown, there are no subsidies

available for farmers to convert from
conventional to organic farming.
Regardless, the supply of organic food
— whether produced domestically or
abroad — should eventually catch up
with consumer demand. But the
adjustment process will certainly take
some time.

Got (Organic) Milk?
If one asks industry observers where
the widest gaps in the supply and
demand for organic commodities are
at the moment, chances are their first
answer will be that nutritious white
liquid that is the staple of every family
diet — milk. Organic milk has been in
such high demand over the past couple
of years that at times supermarkets
have had to put up signs that there is
no certified organic milk available.
Colorado-based Horizon Organic, the
largest organic milk processor in the
country, estimates that orders from
retailers grew 10 percentage points
faster than actual orders filled in 
the last year and a half for the entire
industry. 

Hence, it is no surprise that organ-
ic milk currently sells at about twice
the price of conventional milk. This
attractive price premium is also due to
factors affecting the supply of conven-
tional milk. “The productivity in the
dairy industry has been pretty impres-
sive,” says agricultural economist
Geoff Benson of North Carolina State
University. Production per cow has
been increasing thanks to better
genetics, management, and health
care. Because of these improvements,
the growth in conventional milk pro-
duction has been increasing faster
than sales, preventing prices from ris-
ing over the long term and actually
reducing real (inflation-adjusted)
prices. More production per cow also
means that fewer cows, and therefore
fewer farms, are needed every year to
supply the market.

Booming demand for organic milk,
on the other hand, has kept its prices
on the upswing. Milk processors,
buoyed by strong consumption, are
even willing to offer guaranteed prices
for the farmers’ output. 
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Hundreds of family farmers across
the country have responded to this
opportunity, including a small group
from the Shenandoah Valley in
Virginia who are scheduled to deliver
their first batch of organic milk this
fall. For some of these dairymen, the
natural process of organic farming has
appealed to them before. “It’s some-
thing I wanted to do for years,” says
Virgil Wenger, who was grazing his
cows and using less spray on his crops
years before he even made the transi-
tion to organic farming. “Then the
price looked like it might be a little bit
better, a little bit more stable, than
the ups and downs of conventional
milk,” says Wenger. But transitioning
is no small task because of the
requirements, risks, and the need to
learn an almost entirely new way of
farming. 

Cows in a conventional dairy oper-
ation usually spend most of their time
in confinement. On the other hand,
organic rules require that cows graze,
such that they receive most of their
feed from pasture. If a conventional
dairy farmer wished to convert, he

would need to have enough land to
give his cows access to pasture. Some
confinement farms may have grown 
so large over the years that the farm
may not have enough land to support
the herd.

If there is enough land, then the
first thing that the farmer needs to do
is prepare the pasture on which the
cows will graze. For the land to be cer-
tified organic, no commercial
fertilizers or chemical substances that
kill weeds or pests should have
touched the land for three years. The
herd must be converted as well. Dairy
cows must eat only organic feed during
the last year of transition. They cannot
be given growth hormones, and when
they get sick, they cannot be treated
with antibiotics.

These rules require changing the
way a farmer is used to solving prob-
lems on the farm, and those solutions
can be expensive. Spraying crops with
pesticides, for instance, is a less expen-
sive way of eliminating weeds than
pulling them out mechanically. But if
organic farmers are not allowed to use
these prohibited substances, their
crop yields will fall, and in organic
dairying this means less feed and less
nutrition for the cow. Ultimately, the
amount of milk produced may be
lower in an organic system than under
a conventional operation, especially
during the transition period when the
farmer is still learning the new produc-
tion technology.

Moreover, the farmer will be paid
the lower conventional milk price, not
organic, during this three-year transi-
tion period. The organic milk check
only starts coming in after the land
and the cows have been certified. But
there’s more. The organic cow has to
eat organic food, and the price of all-
natural corn and soybean feed, which
itself has to be grown from farms that
must go through their own transition
process, is currently double or triple
the price of the conventional variety.
Thus during those three years, the
farmer can suffer a substantial loss in
revenue by farming organically but
without the benefit of receiving an
organic milk premium.

Farm Aid
For the Shenandoah Valley dairy 
farmers, one important factor that has
eased their transition to organic dairy-
ing is the technical and financial
assistance that they’re receiving from
Horizon. Organic milk processing
companies are aware that the difficul-
ties of transitioning can act as a
significant barrier for most farmers to
enter the market. Because of this,
companies like Horizon and Organic
Valley, another important milk suppli-
er, are actively recruiting farmers and
helping them convert their farms, in
exchange for securing their milk supply.

The assistance that these compa-
nies provide varies from farmer 
to farmer. A typical arrangement
between the Shenandoah Valley dairy-
men and Horizon includes an amount
to help defray the cost of organic feeds
during the transition and a guaranteed
price and market for their milk once it
is certified. 

In particular, Horizon puts in $1 
for every 100 pounds of milk it sells
during the last year of transition, when
at least 80 percent of what cows eat is
expensive organic feed. When the
organic feed requirement goes up 
to 100 percent in the last 90 days of
that year, they’re given an extra $1.
Moreover, once the milk is certified
organic, they’re guaranteed to receive
at least $26 for every 100 pounds of
milk they produce for two years, about
double the current price of conven-
tional milk. As a sign-up bonus, they’ll
also receive $1 more than the selling
price for the first seven months after
certification. All the milk that they
produce will be sold to Horizon, and
after the two-year contract is up, the
farmers can choose to renegotiate or
go to another company.

Securing a market is crucial for
organic dairy farmers, a luxury that
most conventional dairy farmers don’t
have. “You’re insulated from fluctua-
tions in market prices, and it’s much
easier to plan or manage a cash flow if
you’re guaranteed a floor price,” says
Gordon Groover, an agricultural econo-
mist at Virginia Tech. “It’s a way to
reduce risk in those early startup years.”
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A Growing Appetite for 
Organic Food
Organic food sales in the United States reached 
$13.8 billion in 2005. Although only 2.5 percent of 
the total food basket, the share of organic food has
more than tripled since 1997.

SOURCE: Executive Summary of the Organic Trade Association's
2006 Manufacturer Survey
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Planning a Wholesome Future 
Such a marketing arrangement makes
it easier for these farmers to weather
the financial perils of the transition
years, and can set them on the right
track to becoming a profitable dairy
business.

Some also truly believe in the value
of organic farming. “If you take care of
nature, then nature takes care of you,”
says Arlen Beery, one of the transition-
ing dairy farmers. “There’s a harmony
there that you can’t get with conven-
tional farming.” When advising
farmers on whether to transition, one
of the first things that Benson asks is
whether the farmer is “in tune” with
organic production. USDA certifica-
tion lists many rules for this type of
farming system, and for some dairy-
men, these may not make sense.
“Consumers have certain expectations
about how organic products are 
produced, and if you don’t buy into
that, you’re probably not going to be 
successful as an organic producer,”
says Benson.

Assuming that the farmer has the
resources and the willingness to take
on this new enterprise, the difficult
financial question then follows — 
will the additional return or price 
premium be big enough for him to
repay his investment during the 
transition period, and still be able to
earn at least as much as he did as a 
conventional farmer?

This depends on how large the
price premium for organic milk will
be in the coming years. The price
advantage that organic farmers enjoy
today has been pulled along by a
robust market for organic milk. But as
more and more farmers switch to
organic dairying and the pace of milk

production finally catches up with the
growth in demand, this premium 
will begin to narrow. Supply may also
be affected by imports of organic
dairy. Although imported milk may 
be less of a concern because this is a
perishable product, and thus harder
to ship from overseas, imports of
organic dairy products like cheese and
butter that have a longer shelf life
could affect the fluid milk price that
farmers receive. 

So which farmers are likely to make
it through the transition and thrive
over the long haul? While there isn’t a
list of specific characteristics that
would make an organic dairy farm
more successful than others, some 
factors such as farm size could matter.
There are few studies that say anything
conclusive about organic dairy farm-
ing, but Groover notes that studies of
conventional dairy farms nationwide
show that farms with herd sizes of 
less than 300 cows are less profitable,
less labor efficient, and have higher
costs of production than larger dairies.
It’s possible that this holds for organic
farms as well.

On the other hand, the cows’ 
grazing requirements imply that the
upper limit on efficient farm size 
is probably smaller than for a conven-
tional operation, which would be
welcome news to many small farmers
who are looking to make the transi-
tion to organic. “Part of it depends on
what the family expectations are.
Some people are quite content to
have a fairly modest income and
they’re more interested in the
lifestyle, so part of it is what they’re
shooting for,” says North Carolina
State’s Geoff Benson. 

Arlen Beery, for instance, is even

talking about scaling back, banking on
more profit per cow. “I’m planning to
milk fewer cows once I become 
[certified],” he says.

In the end, the profitability of the
farm will depend on how well the
farmer manages his business, given 
his own set of conditions and
resources, the approach being no 
different than in any other agricultural 
or main street venture. “Those 
individuals need to be innovative.
They need to focus on the manage-
ment itself because you’re dealing with
a new enterprise where the production
process is not well understood,” 
says Groover. “In theory they may
understand what’s going on, but the
day-to-day management is going to
have to adjust fairly quickly to 
maintain viability.” 

Farmers must be willing to spend
time to develop a sound farm plan, run
those numbers to see what the finan-
cial implications are, and decide
whether it’s viable or not. “It’s truer
than not to say that every farm is
unique. What the family is trying to
accomplish is unique to that family,
what is feasible for one may not work
for another. Don’t get [drawn] into the
wave of enthusiasm. Don’t follow
somebody else’s example without
making sure that it fits your situation,”
advises Benson.

A dairy farm, particularly an 
organic one, conjures images of
romantic pastures and cows blissfully
chewing their cud under a tree. It may
be easy to get lulled into such a 
picture-perfect setting. But farmers are
also businessmen, or at least they need
to be. In planning for a wholesome
future, the numbers must make 
economic sense. RF
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When Megan Gillespie was a
freshman at West Virginia
University (WVU), she

signed up for a credit card. A campus
fraternity got paid for each applica-
tion. “If you filled out a credit
application, you got a free T-shirt,” she
says. “I put ‘zero’ for income and filled
out all my information, and they sent
me a credit card with a $3,000 limit.”

She used it for summer school and
found out about interest rates, fees,
and fine print the hard way. “It was
even hard to cancel,” she recalls. “I
kept calling to cancel and they kept
saying it was part of the terms and that
[canceling] would ruin my credit. My
mother finally got on the phone and
threatened legal action.”

Gillespie is a senior this year. WVU
has nixed the hard sell accompanied by
freebies, says Tom Sloane, senior asso-
ciate dean of students at WVU. State
law now requires community, techni-
cal, and state colleges to establish
marketing rules. But many colleges
and universities continue lucrative
partnerships with card issuers that
allow campus solicitations.

Students like Gillespie — who are
taking out loans to pay for tuition

while also using credit cards — appear
to be growing in number. Additionally,
there’s evidence that students are
using credit cards to cover shortfalls in
student loans, including private loans
which accrue interest during college.
And student debt casts a longer shad-
ow: It determines future jobs,
marriage and family timing, and how
much students save for retirement, if
they save at all. How, for example,
could a graduate who borrowed
$50,000 for college afford a required
student loan payment of $613 per
month (assuming 8.25 percent interest
over 10 years) on a teacher’s annual pay
of $28,000 — while maintaining a
credit card balance?

Anecdotal evidence like this has
prompted consumer advocates to
question whether credit card compa-
nies are unfairly targeting students,
who may be financially naïve. But
there is a fairly solid consensus among
mainstream economists that reports
of out-of-control student debt have
been overblown. Isolated anecdotes
don’t always portray widespread social
ills, and unsecured credit is conven-
ient. It spaces out purchasing patterns
for students as it does for other peo-
ple. Students may not be any more
likely than anyone else in society to
suffer credit woes.

Survey Says
There’s no definitive data set on stu-
dent credit card use. Moreover, the
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College students cope with

unsecured debt
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extent of student credit card debt is
hard to quantify because it’s not
tracked by official statistics. The
Federal Reserve Board’s Survey of
Consumer Finances doesn’t capture
data from this age group. Nor does it
sample individuals in group quarters
such as college dorms. But other sur-
veys provide some evidence. 

The American Council on
Education analyzed 2003 to 2004 data
from the National Postsecondary
Student Aid Study and concluded that
more than half of all college students
(56 percent) have at least one credit
card in their name, with the median
reported balance at $1,000. About 25
percent of student credit card holders
said they used the cards to pay tuition. 

Widely quoted data from lender
SLM Corp., better known as Sallie
Mae, found similar results. Its sub-
sidiary Nellie Mae, which administers
government and private loans, takes
data from applicants’ credit reports.
The survey started in 1998 when con-
cern arose over students’ growing
credit use. 

Student card use fell, according to
the 2004 report. Financial education
and the media spotlight, along with
some state laws like West Virginia’s,
may have slowed card use. The average
balance was $2,169, the lowest since
1998; median debt was $946, down
from $1,222 in 1998. While there’s no
broad data set that represents stu-
dents, the Fed’s 2004 Survey of
Consumer Finances noted that 46.2
percent of families carry credit card
debt, with a median balance of $2,200,
a 10 percent increase over 2001.

What all these survey results show
is that student credit card use is wide-
spread, but not necessarily more so
than in the population at large.
Moreover, student credit card use
itself isn’t that big a deal, but it’s part
of the bigger story of overall student
loan debt, says economist Angela
Lyons of the University of Illinois. 

“What’s happening is the financial
aid packages aren’t keeping pace with
the rising costs of college,” she says.
“Students are having to turn to other
alternatives, one of which has been

credit cards.” For example, more stu-
dents now take out private loans, and
those payments aren’t deferred until
after graduation. (Interest rates for
government loans recently went from
about 5 percent to between 7.14 per-
cent and 7.94 percent, depending on
the loan.)  

Lyons’ big worry about credit cards
is the effect on students’ future access
to credit. If the students foul up their
credit, they’ll pay higher interest rates
on mortgages and cars. They may also
damage their chances to find a job
among employers who use credit
reports when evaluating applicants.

Gillespie, who is from Beaver
County, Pa., works 15 to 20 hours a
week in a variety of jobs related to her
field, broadcast journalism. She earns
about $200 a week, and she uses cred-
it cards to tide her over when needed.
She estimates her student loan debt at
$65,000 upon graduation. While she
has no card debt — for that she credits
her parents’ attitudes toward con-
sumer debt — some of her friends are
dodging collection notices. “Probably
about 15 of my friends are in trouble
with their credit cards,” she says.

Overblown?
Richard Todd, an economist at the
Minneapolis Fed, is not convinced by
such stories that student credit card
debt is a widespread problem worthy
of policy intervention. Monthly bal-
ances grow as students close in on
graduation, he notes, reflecting card
issuer behavior as well as student
behavior, as firms probably increase
limits on older students. The pattern is
consistent with the idea that as stu-
dents approach graduation, they begin
to draw from their future salaries. In
this way, students are behaving much
as economic theory says they should.
“I think there is evidence, at least on
the surface, of a simple story that says
as people become more confident
they’re going to finish and have a
decent draw, they’re going to draw on
that income,” Todd says. 

He points out that while some stu-
dents get into trouble, the rate is
probably higher for other groups of

adults in the same age range, for exam-
ple, young military recruits (see
sidebar).

“If you look at young working-class
adults going into a low-paying job, I
suspect their financial problems are
bigger, and we don’t have a lot of data
on them either,” he says. “The reports
of the massive social problems of mas-
sive credit card use have been greatly
exaggerated.” 

Lyons agrees that “on the whole,
students are probably doing a pretty
good job.” In 2003 she surveyed
150,000 students in the Midwest
about credit card use. The response,
about 20 percent, was consistent with
other surveys. “I haven’t seen anything
jump out at me that says this is really
out of whack and students are mis-
managing their cards.” That said,
Lyons observes that certain groups
struggle with credit: the poor, minori-
ties, and women, groups that in the
past had a hard time obtaining credit.
“Now there’s great concern ... about
whether it’s good for groups tradition-
ally constrained to be taking on this
credit.”

Student Market
The reason card issuers market to stu-
dents is loyalty, says Peter Burns, 
who directs the Payment Cards
Center for the Philadelphia Fed. “If
they can get a customer at that early
age, and if they are going to college, 
it is more likely that they’ll have a 
job that will allow them to become an
even better card customer in the
future.” Students are typically held to
low credit limits. One study, funded by
the credit card industry for the Credit
Research Center at Georgetown
University, found the mean credit limit
for student accounts to be $1,395 
compared to $3,581 for nonstudent,
young-adult accounts in 2002.

Data processing and communica-
tions technology have created
risk-based pricing. In selling cards to
students, issuers can use expected
income to determine creditworthi-
ness. At the same time, credit card
earnings have been consistently 
higher than returns on all commercial
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bank activities, leading consumer
advocates to say issuers profit from
fees, charges, and high interest rates
by marketing credit to a group who
might not have enough money now to
keep debt from escalating. Consumer
groups would like to see additional
disclosure rules, along with a ban on
retroactive interest rate charges,
among other changes.

The Center for Responsible
Lending, which is asking the Federal
Reserve to review its entire 1968 Truth
in Lending regulations along with its
current review of open-end credit
rules, says card issuers sometimes
“opaque and complex accounting
methods ... distort cost information
and competition.” 

For example, paying only the 
minimum can sink the financially 

un-savvy, including students. Histor-
ically, issuers required minimum 
payments of about 5 percent. But that
fell to about 2 percent in the late
1990s, according to a GAO report in 
2006.  Extremely low payments left 
customers with balances that, along
with finance charges and fees, extend-
ed “repayment periods well beyond 
reasonable time frames,” according 
to the 2003 regulatory guidance
issued by the Federal Reserve Board
that attempted to address the prob-
lem. Nowadays, minimums are rising.

While risk-based pricing allocates
credit efficiently, it has “come at a 
cost in the form of a complex and 
customized product whose pricing is
difficult to summarize,” according to 
a 2003 paper by economist Mark
Furletti of the Philadelphia Fed.

Disclosures can be difficult, Burns
agrees, and frustrate consumers and
companies alike.  The best solution is
education. Who would want to return
to the days when all interest rates and
fees were the same? Under that sce-
nario, “some significant percentage of
the population won’t qualify because
their risk will be too high,” he says.

Robert Manning, author of Credit
Card Nation and a professor of con-
sumer finance at the Rochester
Institute of Technology, has criticized
the lack of statistics on youth card
debt as well as failure to enact the
College Student Credit Card
Protection Act. He argues that deregu-
lation, beginning in 1978 with the
Supreme Court decision permitting
banks move headquarters to states
with high interest rate ceilings, allows
people to get credit because it’s prof-
itable for the issuer, not because they
have demonstrated creditworthiness.

In a study of college students at
George Mason University in 2002,
Manning found that some 60 percent
of undergraduates had “maxed out”
their credit cards and 58 percent had
used credit cards to pay down other
credit cards. And 73 percent had used
student loans to pay down credit
cards. Default rates among students,
he notes, would be larger if students
did not have access to student loans,
other credit cards, and parents. 

Credit Counseling
These findings may be troublesome 
to some. But to many economists,
they don’t suggest the need for regula-
tory actions like the type Manning
prescribes. Yes, using credit takes
practice, like driving a car, but restric-
tions on its flow aren’t the solution,
says Lyons, because students generally
use credit responsibly. She’s seen sen-
iors who ran out of money one
semester shy of graduation. “They
charged it on their credit cards; they
got their degree, and they got out.”

Early lessons in personal finance,
including separating needs from
wants, can teach students how 
to behave financially, says Dottie
Bagwell, who teaches personal 
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College students are not the only segment
of the young-adult population who are
sometimes inexperienced when it comes
to personal finance. So, too, are those who
enter the job market or the military after
high school.

For example, nearly half of enlisted 
military are under 25. And for them, the
stakes of financial mismanagement are
particularly high. If they get into financial
trouble, they can lose security clearances
and be pulled off deployment. “When
you’re looking at maintaining security, it
[financial maturity] speaks to responsibili-
ty and accountability. It’s paramount 
to holding certain levels of security,” says
Lt. Col. Jeremy Martin, a spokesman 
for the Department of Defense (DOD).
“Not being able to manage your finances
could be an indicator. Training in personal
finance varies, but nearly always includes
budgeting basics, among other skills,” 
he says.

Federal Reserve Board is gathering data
from ongoing surveys of enlisted military
personnel, says Jeanne Hogarth. She man-
ages the consumer education and research
section of the Board’s Division of
Consumer and Community affairs. The
study tracks groups of enlistees, one with
formal financial education, the other 

without. The first five months of data are
being crunched now. The groups average 
22 years of age.  The groups will be sur-
veyed every six months over three years.
Hogarth hopes to publish first results from
this ongoing survey in 2007.

“That will buy us an ongoing rollout of
information,” she says. “By 2009, we
would have a robust analysis of long-term
trends and patterns we see in these young
men and women.”

Financial education among recruits is
essential in part because of lending prac-
tices that target military personnel,
according to an August DOD report to
Congress on predatory lending and the
military. The DOD is ramping up efforts
to educate members about such practices
as well as overall financial management.
The department also is seeking protec-
tions such as a federal ceiling on the cost
of credit to military borrowers, “capping
the [annualized percentage rate] to pre-
vent any lenders from imposing usurious
rates,” according to the report. While that
would limit credit to certain servicemen,
the report states: “Limiting high-cost
options assists the Department in making
the point clear to Service members and
their families that high cost loans are not
fiscally prudent.” — BETTY JOYCE NASH

Basic Training: Financial Education
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financial planning at Texas Tech
University. She noticed card debt
problems among her students and
started a financial education program
called “Red to Black,” in which 
she requires students to keep a 
spending diary. 

“A cell phone is a ‘need’ now,” she
notes. (In fact, some dorms do not have
telephones.) And iPods now appear on
those need lists occasionally. Students’
total indebtedness often includes auto
loans. “I walk through the parking lot
and see really nice cars.” 

Bagwell and co-authors So-Hyun
Joo and John Grable in 2003 looked at
student credit card use, behavior, and
attitudes using a sample of 242 under-
graduates and graduates via survey.
The survey included questions about
ethnic/racial background, academic
level, and parents’ credit card use,
among other factors. Students’ 
attitudes toward credit, the study
found, are influenced by many factors,
including exposure to credit use by
parents, leading the authors to 
suggest that educational programs be
targeted at student populations
unlikely to have received financial
education at home.

While credit card debt may mire a
student, one hopes that would be 
temporary — and an experience that
will serve them well, as long as the
debt isn’t crushing, says Marsha Cole,
the executive director of the
University of South Carolina’s Alumni

Association. “The students who show
up to get it [the card] are the ones 
who aren’t in trouble yet,” she says. 
“It almost seems to me that getting
into debt is a kind of a rite of passage.”
She says students arrive with an 
average of 1.5 credit cards, according
to information she gathered about
three years ago.

“It’s not like they are getting their
first credit card,” she says. “I can’t even
imagine being an adult and not having
a credit card. And they are not 
children, they are adults.” Credit card
issuer JPMorgan Chase solicits on
campus, with incentives, with univer-
sity approval of locations and times. 

But with a foot in the adolescent
and adult worlds, the student popula-
tion is vulnerable. Elizabeth Schiltz,
who teaches banking law at the
University of St. Thomas School of
Law in St. Paul, Minn., says the 18- 
to 21-year-old population has been
treated paternalistically in some cases,
with their best interest in mind.
Smoking and drinking are examples. 

“This [credit cards] could be one 
of the areas society decides needs 
protection as well,” Schiltz says.
“Anybody selling to this segment
knows it has a heavy debt load
already.” Shiltz says regulators 
already possess tools to make sure
lenders understand they have 
special responsibilities toward this
population. “The frustration on the
part of consumer advocates is that

they don’t perceive regulators as 
sending strong messages to banks,”
she says. Voluntary agreements could
play a role, she suggests. It’s in the
issuers’ interest to keep students
financially healthy and educated about
credit. That’s long term, though, not
short term.

The Responsible Credit
Partnership (RCP) of Chicago teamed
up with credit card issuers in 2004 
to test the effectiveness and cost of
financial education strategies.
Completion of online courses corre-
sponded with but didn’t necessarily
cause more responsible credit card
use. It’s not clear whether students
learned something from the course or
if they were just predisposed to be
responsible debtors. 

Most card firms offer financial 
education of one kind or another, 
even if it’s just a brochure in a credit
card offer. Capital One’s annual 
back-to-school survey found that 
18 percent of parents discussed back-
to-school budgets, a decline from 
the 24 percent who did so last year.

Too bad, because parents turn out
to be the best teachers, says Lyons,
who has researched financial socializa-
tion of young adults. “Why are some
better managers than others?” Turns
out these kids had been taught 
to set aside Grandma’s birthday
money and decide whether they 
really could afford to buy the hot 
new computer game. RF
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Wouldn’t it be great if there
was a recipe for growth?
Not personal growth, as

in conquering one’s fears of, say, public
speaking. Economic growth is what
we’re talking about. It is hard to over-
state the potential usefulness of a
formula that governments could fol-
low to ensure good health and riches
for their citizens: Sift together two
parts savings, three parts capital
investment, and one heaping part of
incentives for innovation. Bake for
two generations and voila: a fully
developed, fast-growing country.

As it happens, such a recipe exists.
In fact, there are many different 
varieties. We will discuss all of these
in more detail later, but in brief 
(and at the risk of oversimplifying),
there are two main contenders. First
is the “neoclassical theory of growth,”
in which economic output depends
on quantities of capital mixed with
labor force efficiency. Then we have
the “new growth theory,” in which
continual technological innovation
has been built into the model itself,
instead of being treated as an 
“exogenous” factor largely outside
anybody’s control.

There is some disagreement over
which one of these theories most
closely describes the real world — or
whether either comes close to doing
so. Moreover, it’s been 20 years since
the last big advance in growth theory,
with many recent contributions call-
ing attention to its weaknesses.

This gives rise to the question: Is
growth theory stunted? To be sure, you
could ask the same about many topics
in economics. But growth is probably
the biggest economic question of
them all: Why do some countries pros-
per while others stagnate? For many
economists, finding an answer to that
question is the main reason they
became economists in the first place.

Flying Solow
A current economics textbook will tell
you that growth is produced by reshuf-
fling resources in ways that make those
resources more valuable. Although it
might seem intuitive that a nation
with an abundance of natural
resources, like oil, would prosper while
those deficient in such resources
would stagnate, this is not the case.
Consider the small island of Japan, for
example, whose growth rate in the

past 50 years caught up with the 
natural resource-rich United States
and whose citizens now are about 
as wealthy. By organizing resources
ranging from physical to intellectual
capital and combining them with
some sort of capital investment,
growth can happen in otherwise 
naturally inhospitable environments.
The trick is to hit upon the right 
combination of resources, especially
for developing countries whose eco-
nomies can’t seem to right themselves.

Growth theory began to take off
around the mid-20th century. In his
recent book, Knowledge and the Wealth
of Nations, David Warsh describes how
Robert Solow woke up the economics
profession to a novel theory of growth.
In two papers, 1956’s  “A Contribution
to the Theory of Economic Growth,”
and its 1957 follow-up, “Technical
Change and the Aggregate Production
Function,” Solow zeroed in on the
notion that technical change, more so
than capital investment or savings, was
at the heart of economic growth. That
is because technical change was found
to be the key in increasing produc-
tivity; nothing else had that effect in
the long run. “Here was the answer to
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Economists have long recognized that possessing natural resources does not guarantee economic success. Nigeria, which has 
abundant oil and natural gas reserves, remains mired in poverty, while Hong Kong, which has virtually no natural resources, 
is one of the wealthiest places on earth. What’s more puzzling is why certain policy distortions — ranging from price instability
to high tax rates — often don’t appear to affect growth as much as economic theory says they should.
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the question of why the economy kept
climbing the mountain of diminishing
returns,” Warsh wrote. “It had rela-
tively little to do with labor or capital
accumulation. ‘Technical progress …
was creating the new wealth.’”

At its simplest, the Solow model
says that, yes, investments in capital
and labor can spur growth. But these
gains are transitory because of dimin-
ishing returns — the problem that,
after awhile, productivity doesn’t
improve as much with the addition of,
say, the same type of computer. The
only thing that propels growth over
the long haul is technological change
— be it in creating a more powerful
antibiotic or in building a smaller
memory chip. 

It was a useful theory. With the
Solow model, one could pose ques-
tions and view the results. Should
public policy provide incentives so
that people save 2 percent more of
their income each year? The model
predicts what the long-range, overall
impact of economic output would be
from this policy prescription.

Soon enough, Solow’s basic model
was modified into a neoclassical 
theory. Among other tweaks, the most
important extension from the Solow
model was that savings moved to the
inside; with Solow, savings — like tech-
nological change — had been treated
as exogenous. (To economists, “exoge-
nous” means a factor that is injected
from a model’s outside. By contrast,
“endogenous” refers to variables that
are determined from things happening
inside the model.)

The exogenous nature of the Solow
and neoclassical models remained
their big flaw. By treating technologi-
cal change as exogenous, the models
say the very driver of economic growth
is not an internal component in the
model; it is something injected more
or less arbitrarily from the outside.
Though policy could affect the growth
rate during the transition period,
eventually policy is ineffective as
nations reach their long-run (or steady
state) growth rate. Additionally, the
neoclassical model assumes that tech-
nological skill is the same in all
countries, which obviously doesn’t fit
with the real-world experience.

Bennett McCallum, an economist
at Carnegie Mellon University and a
visiting scholar with the Richmond
Fed, summed up the neoclassical
model’s failings in a 1996 paper: “It
fails to explain even the most basic
facts of actual growth behavior,”
McCallum wrote. “The model itself
suggests either the same growth rate
for all economies or, depending on
one’s interpretation, different values
about which it has nothing to say.”

Thus, in the neoclassical models,
policy is impotent in influencing
growth once nations reach their steady
state. Likewise, the model’s main com-
ponents — capital and labor — didn’t
explain long-run growth either. It is all
about randomly given technical
change. As a guide for policymakers,
its powers are limited.

So the largest hole remained the
same: How do you encourage techno-
logical change? More precisely, how do

you get technological change inside a
growth model?

New Growth Theory
It wasn’t until the mid-1980s, and
more formally, 1990, that growth 
theory got its next big boost. First,
there was the series of famous lectures
by Robert Lucas, the Nobel Prize-
winning economist who brought
rational expectations theory into 
mainstream economics. In his 
lectures, later published as “On the
Mechanics of Economic Develop-
ment,” Lucas refocused discussion on
the importance of human capital accu-
mulation in spurring growth. Then it
was a former student of his, Paul
Romer, now at Stanford University,
who moved the debate forward.
Romer is credited with pioneering
what became known as endogenous
growth theory, though many others
have contributed. It is called the
endogenous growth model because
Romer succeeded in placing techno-
logical change on the model’s inside.

The key to growth in the endoge-
nous growth model is that it 
captures the “externalities” of invest-
ments in human capital. These are 
the byproducts of knowledge, where 
people not only get trained to use, say,
a new computer, but also figure out 
a new, more efficient way to build a
computer. These externalities may 
at first manifest themselves within
individuals and their firms. But
because ideas are “non-rival,” or can be
used by anybody, they eventually spill
out into the wider economy.
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This research and development
function — this factory for new ideas
— is embedded in the new growth
model. Ideas are both produced and
consumed. This way, the problem of
diminishing returns to capital invest-
ment is overcome. As defined in the
new growth theory, capital investment
is directed in large part to human 
capital, whose ideas have the power to
keep economies growing through 
constant innovation.

Thus, in the endogenous growth
model, policy matters because you can
go about creating incentives for
investments in human capital and
research and development. This can
be done via subsidies for education,
tax rates, and, certainly, beefing up
intellectual property rights.

When Romer’s work came out,
there were protests from many econo-
mists that they understood the
importance of ideas and technical
change all along. But what Romer and
the new growth model made possible
was a framework in which one could
think about how policy affects long-
run growth. In an interview, Romer
says, “The history of economics shows
us that formal mathematical models,
rather than just verbal intuitions,
sharpen our understanding and our
thinking.”

In a way, the basic new growth
model that Romer built is like the part
of the neoclassical model that happens
when an economy is in transition,
before it gets to the steady state. The
transitional period just never ends.
The beauty of the endogenous growth
model is that, theoretically, it seems 
to replicate real-world experience:
Different rates of saving and accompa-
nying investments in capital can
produce different incomes (or eco-
nomic outputs). Additionally, these
resulting different rates of income are
unrelated to differences in returns to
capital. That means that countries
with low incomes wouldn’t necessarily
be those which would be expected to
have higher growth rates, and hence,
be more attractive to capital invest-
ments from foreigners — just as we see
in the world.

Or is it? When economists have
looked to the real world for support of
both neoclassical and endogenous
growth theory, they have often been
disappointed.

Real-World Comparisons
One way economists figure out
whether their models actually work 
is by taking them to the data and 
performing statistical regressions.
They use growth rates as the depend-
ent variable and regress them against,
say, monetary policy. Then they look
for robustness, or whether there is a
strong relationship between growth
and monetary policy across countries.
Such testing on growth theory 
began shortly after the new class of
models was introduced. Among the
leading empirical researchers have
been teams like Robert Barro and
Xavier Sala-i-Martin.

The results haven’t been as encour-
aging as was first hoped. Even in 2006,
it is hard to find strong empirical 
evidence of long-run growth rates
being affected by individual policies.
For example: Growth theory would
single out high-inflation countries as
likely to experience slow growth. But
cross-country regressions do not find a
strong link between high inflation and
lowered economic prosperity, despite
the fairly intuitive connection and 
relative consensus among economists
that policymakers ought to be trying
to lower inflation in order to spur
growth.

How can this be? Cross-country
growth regressions suffer several
inherent problems. Among them, the
variables that economists must use to
stand in for things like tax rates and
political stability are often crude. This
makes it difficult to identify which
variables are most important for cre-
ating the right conditions for growth.

William Easterly, a former World
Bank economist now at New York
University, surveyed empirical growth
studies, including many of his own, for
a 2005 book chapter. These studies
have found links between policy and
growth, with the most widely studied
policies, including fiscal policy, 

inflation, exchange rate management,
and trade. But Easterly questions the
strength of those links.

Tax rates have been the leading 
policy investigated, “yet the literature
has generally failed to find a link
between income or output taxes and
economic growth,” Easterly wrote. For
example, studies in the 1990s seemed
to show that tax rates were not associ-
ated with changes in growth rates.
That is, countries with really high tax
rates weren’t necessarily growing any
slower than countries with lower rates
— precisely the opposite of what
endogenous growth theory predicts. 

To be sure, Easterly concludes that
there is “some statistical association
between national economic policies
and growth,” meaning that growth
theory sometimes provides predic-
tions in line with the data. But he adds
that these associations are not very
robust. To Easterly, this puzzle is
attributable to the difference in trying
to grow something and trying to
destroy something. A nation’s history
and institutions are things that policy 
is largely powerless to overcome.
“Countries that pursue destructive
policies like high inflation, high black-
market premium, chronically high
budget deficits, and other signs of
macroeconomic instability are plausi-
ble candidates to miss out on growth,”
he says. “However, it doesn’t follow
that one can create growth with 
relative macroeconomic stability.”

Different economists have different
views about how big of a problem is
the mismatch between data and 
theory. Do such mismatches render
growth theory useless? Rodolfo
Manuelli, a University of Wisconsin
economist who was one of the original
modelers of new growth theory, grants
that simple versions of the endoge-
nous growth model aren’t supported
by the data. But he believes that has
more to do with the “ad hoc” nature 
of empirical work and the scarcity of 
reliable data than any broad weakness
in new growth theory.

Likewise, Manuelli (as others have
pointed out as well) thinks that 
translating between the model and 
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the real world is difficult. Where the
model might predict market distor-
tions that affect human capital
accumulation can account for cross-
country differences in growth rates,
it’s not clear what those distortions are
in the real world. Are they tax rates?
Are they corrupt governments? “I
don’t think it’s been established that
the theory is a clear success,” Manuelli
says in an interview. “At the same time,
I don’t think that the existing empiri-
cal work shows that it’s a failure.”

Ross Levine, a Brown University
economist, is one of growth litera-
ture’s leading empirical researchers.
His work finds a strong relationship
between the depth of a nation’s finan-
cial sector and its growth rate. But as
far as ties between individual policies
and growth go, the financial sector
seems to be an exception. “It’s not so
much that policies don’t matter,”
Levine says in an interview. “It’s that
policies tend to come as a group.”

In this view, the underlying princi-
ple of endogenous growth theory still
holds. Of course, high inflation is
going to hurt growth. Empirical stud-
ies fail to single out inflation as the
problem because inflation is probably
just one of a host of related policy
problems, from corrupt government
to high government spending relative
to output.

Moreover, a solid understanding of
growth requires more than a simple
observation of how some countries
have done it. A case study of Taiwan
might be useful in illustrating how a
small country with relatively little in
the way of natural resources has 
provided high standards of living 
for its citizens. But it’s not clear 
how much Taiwan’s success can tell 
us about the failures that many 
sub-Saharan African countries, for
instance, have had in their quest for
growth. The interaction of political
forces across countries deeply compli-
cates the search for identifying the
relative importance of technology, 
savings, and institutions, among 
many other variables. Theory can 
help in that search, especially in
understanding the recent experiences

of developed nations like Taiwan. 
But modeling the highly distorted
economies of less-developed nations
is another matter.

Romer Redux
Although he no longer works on
growth models, Paul Romer still
closely follows the literature. The
failure of some empirical studies to
support endogenous growth theory
doesn’t bother him for a couple of
reasons. First, it’s important to dis-
tinguish between “growth” and
“development.” If one defines
“growth” as applying to the rate of
growth of the GDP per capital over
time for already developed nations
such as the United States or
European nations, it is impossible 
to discount the importance of 
knowledge and ideas, Romer says.
Granted, he says, for lesser-developed
countries the debate is open, as 
the “development” literature is
unclear about the importance of the
ideas in helping lesser-developed
countries close the gap with devel-
oped countries.

“In development theory, there’s an
open debate about how important
thinking about ideas is for under-
standing the catch-up process,”
Romer says. “Why do some countries
catch up and others do not? I think
this is where people say the [endoge-
nous] theory doesn’t make sense.”

The theory “doesn’t make sense”
in that for underdeveloped nations,
creating incentives for nurturing new
ideas must be viewed at the bottom
of its priority list. More urgent would
have to be creating political stability
as well as political accountability,
enforcement of property rights, and
support for a free market. In the case
of sub-Saharan nations of Africa, 
few would argue that it’s a lack of 
ideas — rather than a lack of a well-
functioning market system — that is
holding back countries from catching
up with the rest of the world.

On the other hand, Romer points
to China as a more complicated case.
In China, there is a fast-growing 
manufacturing economy, fueled by

direct foreign investment. And yet
the nation still lacks a fundamentally
sound market economy. “There’s no
way to understand the Chinese expe-
rience without understanding their
success in taking knowledge from the
rest of the world and putting it to use
in their borders,” Romer says. “So
theories of how ideas get transmitted
and put to use are central to under-
standing the China case.”

Above all, Romer is wary of reject-
ing endogenous growth theory out of
hand based on the failure of empirical
studies to validate all of its versions
and all of its predictions. An example:
Endogenous growth theory teaches
that in a world where countries don’t
interact (don’t trade with each other
or communicate at all), the largest
economies should grow fastest. A test
of that assumption would find that
it’s not true. But the problem isn’t so
much the theory, Romer says, as the
assumption that was used to test the
theory. “That’s not the same as saying
that knowledge and ideas are unim-
portant in the process,” he says. “It
just means some of the particular
functional forms that people have
used to try to capture the effects of
knowledge are wrong.”

Refinements
Pierre Sarte, an economist at the
Richmond Fed, has written several
papers on growth theory. His most
recent article aims to explain a certain
case when endogenous growth theory
and data seemingly contradict each
other. It is a useful example of how the
relationship between growth theory
and empirical studies ought to be
viewed with some skepticism.

The data seem to show that 
countries with higher average ratios 
of government spending, or average
tax rates, to output are associated 
with higher growth rates. On its face,
this finding is completely at odds 
with what endogenous growth models
say should happen — that high tax
burdens should trigger lower growth
rates. Sarte and co-author Wenli Li
noted first that because marginal 
tax rates are not easily observable,
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empirical studies substitute for these
rates with tax shares in income (or the
ratio of government spending to
GDP). They attacked this problem by
building a model that more closely
resembled the real world. The authors
used progressive tax rates (where most
endogenous growth models have
relied on flat rates) and “heteroge-
neous agents” (to represent people of
different incomes).

Li and Sarte show that — because
of a Laffer curve-type effect — some
people have lowered incentives to
accumulate human and physical capi-
tal in environments with highly
distortionary tax codes. This in turn
lowers their income, and thus may
cause the overall tax shares in income
to decrease. At the same time, an
environment with a highly distor-
tionary tax code is associated with
lowered growth in the model. So the
end result is that a distortionary tax
code is associated with both lowered
growth rates and lowered tax shares
in income simultaneously. It follows
that, when plotted together, the rela-
tionship between tax shares in
income and growth in the model will
appear to be positive, just as in the
data. But the fact remains that this in
no way implies that taxes don’t have a
distortionary effect.

The overarching conclusion Sarte
draws is that using tax revenue as a
share of output (the average tax rate)
is a poor stand-in for the marginal tax
rate. In other words, the empirical

findings may be sending the wrong
signals because they’re not using the
right measures. “What the paper
points out more generally is to be
careful about interpreting the data,”
Sarte says.

At the same time, Sarte sees a
wider problem for growth theory.
Taxes or other measures that econo-
mists typically use in empirical
studies don’t convey the breadth and
depth of distortionary policies that
are in fact at the heart of slow or neg-
ative growth rates in developing
countries. Similarly, Sarte agrees
with the likes of Easterly and
Manuelli in seeing deficits in the
ability of models to account for
things like property rights or a cor-
rupt legal system. “I find it very
difficult to believe that highly distor-
tionary policies have no effect on
long-run growth prospects,” Sarte
says. “You don’t see that in the data
simply because it’s very difficult to
measure the relevant distortions.”

The Verdict
So we return to the question: Is
growth theory stunted? The apparent
failure of empirical growth literature
to validate theory doesn’t bother 
economists like Manuelli, who see 
distinct roles for theory versus statis-
tical regressions (as well as distinct 
cases where neoclassical theory 
works just fine, and others where
endogenous growth models are more
insightful).

The most valuable contribution 
of pure theory is to answer “what if ” 
policy questions that the data, being
based on past policy, cannot address.
By necessity, theory simplifies reality
into a mathematical model. “We 
are sort of in an in-between region
right now,” Manuelli says. “My hunch
is that, in some time, newer, better
versions [of growth theory] will come
closer to encompassing all the 
complexity of actual economies.”

To Levine, there is likewise no need
for alarm. Though empirical work 
hasn’t found clear links between 
individual policies and growth, that
may not be the point. He sees endoge-
nous growth literature’s focus on
asking why countries choose groups of
policies that don’t lead to rapid
growth.

Even if he’s wrong about the pre-
cise direction of growth literature,
Levine is confident that there will 
be another Solow and Romer-like
innovation before long. “The question
is too big and too central to econo-
mists,” Levine says. “With the new
growth theory, there were some new
insight, there was a lot of new data and
this confluence of ideas and data
caused a lot of action in trying to
examine the links between policy and
growth. We learned a lot, and now
people are starting to ask the 
question, ‘Why would countries
choose different types of policies that
don’t lead to growth?’ Maybe that 
will lead us to the next step.” RF
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Spartanburg, S.C., has a down-
town in transition. Some blocks
resemble an old-fashioned Main

Street, with two-story, brick buildings
renovated for use by restaurateurs,
retailers, and small business owners.
Other blocks were cleared of their 
historic occupants years ago to make
room for office buildings like the
headquarters of Extended Stay Hotels.

Sculptures and manicured public
spaces adorn the stately granite and
brick exterior, making Extended Stay’s
four-story headquarters building look
like it was plucked from a college 
campus. Inside, about 200 workers
occupy two floors, while a law firm and
an insurance underwriter occupy
space on the other two floors.

For years the Extended Stay head-
quarters site was undeveloped. A
1970s-era plan to construct an office
complex and shopping plaza was aban-
doned after the original developers
couldn’t secure financing. A 55,000-
square-foot building was completed in
the mid-1980s and now houses a bank
branch and a few other tenants. But
nothing else happened on the rest of
the site, later given the hopeful
moniker “Opportunity Block,” until
George Dean Johnson Jr. made a major
commitment to his hometown.

Johnson, co-founder and then-
CEO of Extended Stay, announced in

May 2001 that his company would
relocate from Fort Lauderdale, Fla., to
Spartanburg and build a $13 million
headquarters on Opportunity Block.
The 117,000-square-foot building
opened its doors two years later.

Spartanburg has been transitioning
from being the “Hub City” for textiles
and other industry since the 1950s.
After several fits and starts, the city is
finally beginning to turn the corner. It
has what corporate executives want,
from a low cost of living for employees
to transportation links to bigger 
cities like Charlotte. In turn, office
development like Extended Stay’s
headquarters has given Spartanburg
another path to economic growth.

“Part of what we’re doing now 
is overcoming the pessimism that 
was there,” says Ed Memmott,
Spartanburg’s assistant city manager
for the last nine years. “The pessimism
was real. You could feel it.”

Spartanburg is not the only city
experiencing this sort of rebound.
Small and midsized metropolitan areas
throughout the Fifth District are
reaching a point in their development
where they can compete with the
largest metros in the Northeast and
Midwest for a headquarters. At the
same time, the needs of corporations
have changed to favor locations
beyond their traditional big-city 

environs. That means the benefits of 
a headquarters are available to more
communities than ever before — 
corporate offices have strengthened
the services sector of cities like
Richmond and Charlotte, as well as
diversified the economies of former
manufacturing towns like Greensboro
and Spartanburg. 

The fiercer competition for corpo-
rate headquarters has prompted local
and state governments to open up
their goody bags of tax breaks, real
estate subsidies, and other incentives
that used to be reserved for recruiting
and retaining manufacturers. For
example, Boeing will get more than
$60 million in income and property
tax credits over the next 20 years for
relocating its headquarters from
Seattle to Chicago in 2001.

But many observers question
whether it was worth paying more
than $100,000 in incentives for each
of the 400 employees Boeing has in
Chicago. In fact, a corporate head-
quarters brings relatively well-paid
jobs to a local economy, although 
not as many as it used to, as well as 
tangible and intangible economic ben-
efits. But incentives aren’t as
important in reaping these benefits as
supplying an educated labor force,
transportation infrastructure, and
other essential ingredients to support
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any type of economic activity, includ-
ing a corporate headquarters.

How Boardrooms Benefit 
Main Street 
Spartanburg leaders did a number of
things to jumpstart development
downtown. There were regulatory
changes that enabled firms to get 
projects built quicker. A new city 
manager was hired who cultivated a
stronger relationship with the local
business community.

While these were certainly impor-
tant factors, along with a renewed
interest in downtowns nationwide,
many credit George Johnson’s invest-
ments in Spartanburg as being the most
important catalyst. Besides Extended
Stay’s relocation, Johnson supported
the construction of a four-story head-
quarters in 2001 for the 300 corporate
workers at Advance America, a payday
lender he co-founded. His development
firm also demolished two vacant struc-
tures to make room for a three-story
office building right on Main Street. 

These projects have encouraged
others to invest more than $170 million
in the city’s downtown and create
about 1,200 new jobs within the last
three years. A 250-room Marriott hotel
and a conference center were built in
2003, while a six-story headquarters
was completed a year later for QS/1
Data Systems and its 200-plus workers.
White Oak Manor, a regional operator
of retirement communities, moved 
its corporate offices into Johnson’s
building in 2003 and has about 50
employees there.

The influx of corporations has
increased the city’s revenue base — the
headquarters for Extended Stay and
Advance America boosted annual rev-
enue in one property tax district from
$600,000 to more than $1 million,
according to Memmott. This is impor-
tant because Spartanburg relies on
property tax revenue, and many tax-
exempt organizations own land
downtown. Also, restrictive annexation
laws make it difficult for the city to
expand its boundaries into areas of
Spartanburg County where it provides
municipal services.

Corporate offices have also intro-
duced more white-collar jobs into
Spartanburg’s traditionally blue-collar
economy. Ralph Hilsman has wit-
nessed this change since he moved
there from Washington, D.C., in 1986
and started a marketing agency.
“Either you owned the mill or worked
in the mill,” he recalls. Now, there are
middle-class professionals in the
employment mix.

A corporate headquarters employs
executives and senior-level managers 
in addition to administrative and cleri-
cal staff. These workers earn more 
than most service and production
laborers, bringing additional dollars
into the local economy and fueling 
demand for products and services.
Restaurants have opened around
Morgan Square at the center of down-
town Spartanburg, each hoping to snag
some of the corporate workers who 
eat out for lunch.

A headquarters operation also
spends money on legal, accounting,
finance, and other high-level business
services. While these dollars often go
to national firms, some of them flow
into local businesses, notes John
Lombard, director of Old Dominion
University’s Williams Center for Real
Estate and Economic Development.
But Lombard and others say it is 
difficult to quantify this spending.
“I’m not optimistic that headquarters
have as dramatic an impact on the 
fiscal side as we’d like,” he adds.

Spartanburg’s growing corporate
presence has created new business
opportunities for Hilsman. Denny’s
and QS/1 have hired his agency, The
Creative Edge, for small projects. Still,
Spartanburg’s corporations see the
need to go outside of the region for
some business services, Hilsman says.
Indeed, Extended Stay uses an 
advertising agency in New York and a
public relations company in California,
although it does hire local firms for
printing and procurement services.

Giving Back
Another way corporations can impact
a community is through their 
philanthropic and civic activities. In 

a survey of senior managers in charge
of corporate community relations 
and investment, the Social Science
Research Council found that 80 per-
cent of corporations direct their single
largest contribution to a nonprofit 
in their hometown. Furthermore, 
77 percent of a company’s charitable
giving stays within the community. 

Many of the survey respondents
“spoke of the norms of ‘giving back’ 
to the communities in which they are
embedded,” commented the 2004
study’s authors. “Another reason
behind this would be the possibility
of tax cuts and financial benefits tied
to their respective metropolitan
areas. Finally, corporations benefit
from publicity and goodwill with the
local community through donations
or supporting nonprofits and schools
in the area.”

Examples of this community
involvement abound in the Fifth
District. Corporate leaders at Bank of
America and Wachovia have poured
millions of dollars into transforming
their hometown of Charlotte, with
contributions going to building mixed-
income housing in First Ward — a
formerly blighted neighborhood — as
well as new office and retail space in
the center of the city.

Local textile executives used to 
be the primary benefactors in
Spartanburg, says Chris Steed, vice
president of community impact at the
United Way of the Piedmont. “When
the bottom fell out of the textile
industry, the entire community hurt.
We had the need [for our services]
increasing and less funding to support
those services.”

Steed says the corporations that
have moved into Spartanburg over the
last decade or so have had “an 
enormous impact.” Advance America,
Extended Stay, and Denny’s hold
United Way campaigns yearly, as well as
contribute money to local charities and
encourage employee volunteerism.

The nonmonetary contributions
that corporations make are just as
important. Mark Sweeney, a site 
selection consultant based in
Greenville, S.C., says a headquarters
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brings proven leaders who want to get
involved in the community. “Such
leadership greatly influences the life of
a community, as well as its future.”

Of course, not all executives put a
high priority on philanthropy and 
volunteerism. Or, they may decide to
focus their efforts on communities
where a majority of employees are
located, and that may not necessarily
be their base of operations. 

A corporate headquarters can be
relatively small compared to the 
company’s overall work force.
Operators of supermarkets, banks,
restaurants, and hotels have most of
their employees in the field, not at
their headquarters. For example, only
2 percent of Extended Stay’s 10,000
employees work at its corporate
offices in Spartanburg. 

In general, head offices have a
smaller headcount than they used to.
“Companies have gotten flatter and
the headquarters operation has
become leaner,” notes Thomas Klier, 
a senior economist at the Federal
Reserve Bank of Chicago. Instead of
employing their own staff for legal,
forecasting, and other administrative
work, many corporations procure
these services from outside firms.

Also, companies have become
more global in scope, making it 
necessary for key decisionmakers to 
be dispersed in some cases. ODU’s
John Lombard gives the example of 
a holding company with strategic 
business units operating in different
regions. Human resources and other
corporate functions are divided among
these business units, while only a small
group of executives at the head office
provides centralized management.

Globalization has not only resulted
in a dispersal of corporate control. It
has also created a more competitive
business environment, fueling waves
of mergers and acquisitions that have
resulted in the consolidation of 
redundant headquarters operations.
For example, the merger of First
Union and Wachovia in 2001 resulted
in Wachovia moving its corporate 
operations from Winston-Salem to
Charlotte, First Union’s hometown.

Three years later, Wachovia’s
Charlotte headquarters absorbed
workers from Birmingham, Ala., after
the bank purchased SouthTrust. 

In some cases, mergers and acquisi-
tions have led to companies departing
the largest metropolitan areas, the
nation’s traditional centers of business
and industry. When CP&L Energy
merged with Florida Progress in 2000,
the latter power company relocated 
its corporate workers from the 
Tampa- St. Petersburg- Clear water
MSA, ranked 20th in population, to
the Raleigh-Cary MSA, ranked 51st.
Changes in what corporations need
and what communities can provide
have also contributed to this migration.

What a Chairman Wants
As America’s industrialization accel-
erated during the latter half of the 
19th century, a headquarters would be
located where the company produced
its widgets, which was typically
where natural resources were abun-
dant and water, rail, and/or road
transportation were available. Thus,
corporate America tended to congre-
gate in major metropolitan areas in
the Northeast and Midwest with a
strong industrial base at their core.

Throughout the 20th century, 
the nation’s economy diversified, 
new centers of economic activity
developed, and populations migrated.
Companies also grew in size and their
operations became more widely 
scattered. Yet the top 50 metropoli-
tan statistical areas (MSAs) by
population continue to command the
lion’s share of large corporate head-
quarters.

For one thing, the largest metro
areas offer the cache of being in the
“big city.” A prestigious address on
Park Avenue can make a statement
about a business’ standing in the 
corporate world. It also raises its 
visibility in the marketplace.

Large metropolitan areas offer
another advantage: economies of
agglomeration. Related firms benefit
from locating near each other
because they can attract more suppli-
ers to a market, share infrastructure,

and exchange information more 
readily, among other things.

When corporations cluster in large
metros, they gain access to multiple
communication suppliers, a well-
developed transportation system, and a
broad network of business contacts.
This is important for executives 
who depend on intelligence from
employees in the field, customers, 
colleagues, and outside experts to
effectively manage their organization.
Also, corporations have easy access 
to lawyers, accountants, and other pro-
fessionals who have congregated in
large metros to be near their biggest
clients and each other.

Having too many people living 
and working in one place has 
negative spillover effects, however,
while smaller metropolitan areas have
gained ground in creating a big-city
backdrop for business. Lower commu-
nication and transportation costs have
enabled a company to manage its oper-
ations from a broader array of
locations. As a result, there has been a
gradual diffusion of corporate head-
quarters from the largest metropolitan
areas into growing midsized metros.

The Cost Advantage
A lower cost of living in smaller metropolitan areas
enables corporate headquarters to lower their payroll
expenses.
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Having a more inter-
connected and global
economy means that a
company can move its
headquarters “at the drop
of a hat,” Klier notes.

Research by Klier and
William Testa, the Chicago Fed’s direc-
tor of regional programs, found gradual
shifts in the geographic distribution of
large companies during the 1990s. The
share of headquarters located in the
five biggest MSAs shrank from 36 per-
cent in 1990 to 33 percent in 2000,
while the share of headquarters in the
rest of the top 50 MSAs expanded
from 51 percent to 54 percent.

“Among the 50 largest metro-
politan areas, those with population
between 1 million and 2 million
[ranked 23 to 50], experienced the
largest growth in both population and
large company headquarters during
the last decade,” noted Klier and Testa
in a 2002 journal article. This group 
of midsized metros experienced 
45 percent growth in the number of
headquarters compared to only 19 per-
cent growth among the top five MSAs.

Studies of previous decades found a
similar pattern of migration. “New
York City has been losing share 
[of corporate headquarters] to other
metros for over 30 years,” Klier adds.

Some executives have looked for a
new corporate home to cut costs, the
same impetus that has been behind
the relocation and consolidation of
manufacturing, sales, and distribution
facilities. “Headquarters are the last
frontier for great operational savings,”
consultant Mark Sweeney explains. 

Executives have relocated to mid-
sized metropolitan areas where land,
office space, and other expenses can be

lower. Corry Oakes, former president
and chief operating officer of Extended
Stay, says reducing the company’s oper-
ating costs was one motivation behind
its relocation to Spartanburg.

“Fort Lauderdale is a great city …
There was nothing wrong with our
experience there,” Oakes recalls. “It
was just an expensive place to oper-
ate.” In Spartanburg, Extended Stay
was able to construct a new building to
meet its purposes in the middle of a
downtown for less than what it was
paying in rent and other expenses.

Furthermore, midsized metros 
usually have a comparatively low cost
of living. Not only is this a selling 
point for corporate recruiters, but it
also means workers require less money
to maintain the same living standards
as in a bigger metro. 

Of course, companies must pay a
competitive salary to attract the best
managerial talent no matter where
they are located. On the other hand,
“there is a lot less competition for a
quality work force” in Spartanburg,
Oakes notes. “Turnover in Fort
Lauderdale was a challenge, and there
is a tremendous cost for turnover.”

While corporate relocations are
happening in the name of saving
money, an August 2005 study found
that they may not yield the intended
result. Researchers at the University of
South Carolina Upstate and Old
Dominion University looked at return
on assets, return on equity, and other

measures of operating performance
for 167 corporations that moved their
corporate headquarters during the
1990s. They found no overall differ-
ence in these measures before and
after a relocation.

“All of the talk about cost savings
by moving from Manhattan to
Richmond, I don’t buy it,” says
Lombard, one of the study’s authors.
Moving to a smaller metropolitan 
area can yield initial savings in 
operational expenses. However, there
are other costs that aren’t considered
because they are harder to quantify.
“The reality suggests that the disrup-
tion to operations and the loss of
intellectual capital, due to key individ-
uals deciding not to relocate, perhaps
overwhelms any cost savings.” 

There are other motives driving
corporate relocations from big cities.
Smaller metros score better on some
quality-of-life factors — they generally
have shorter daily commutes, less
crime, and better schools. 

Smaller metros also offer some of
the cultural and recreational amenities
that executives are accustomed to.
Spartanburg boasts the Twichell
Auditorium, known for its superior
acoustics, and Spartanburg Memorial
Auditorium, the largest theater in
South Carolina with 3,400 seats. In
2007, a $30 million cultural arts center
is scheduled to open that will include
museums and a 500-seat theater.

Finally, midsized metropolitan
areas are maturing, reflecting the 
filling in of less dense areas in the
United States. “The center of the 
population is shifting south and west,
away from the Northeast,” Chicago
Fed economist Tom Klier describes.
“At [some] point, you are large enough
to be a player.” Lombard agrees, 
noting that the talent required to fill
executive positions is available in
more metro regions than it was 10 or
20 years ago, thus reducing the cost of
relocating a headquarters. 

Service providers have been more
likely to move their head office to 
follow the migrating population, Klier
adds. “Where your customers are
determines where you want the head-
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Philip Morris USA and R.H.
Donnelley are recent examples of
companies that have relocated
their corporate headquarters to
the Fifth District. Philip Morris
moved from New York City to
suburban Richmond, while R.H.
Donnelley moved from Purchase,
N.Y., to Raleigh, N.C.
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quarters to be.” Manufacturers have
been slower to relocate their head-
quarters. They have spent years
separating their management and 
production functions, the latter 
moving to places where labor and 
land are the most affordable. 

Eventually, though, manufacturing
executives have decided they need to
be closer to their factories to keep an
eye on them. Since the Southeast has
been the destination for many new or
relocated facilities, several manufac-
turers have followed in their footsteps.
In 1997, Lorillard Tobacco Co. moved
its headquarters from Manhattan to
Greensboro, N.C., where it produces
its cigarettes. Seven years later, Philip
Morris USA also left the Big Apple and
settled in Henrico County, Va., to 
be near its three plants and other 
facilities in the Richmond metro area. 

Luring Corporate America
With more locations fitting the bill for
corporate headquarters, economic
development officials are working
hard to distinguish their locales. They
typically lay out an attractive spread 
of tax credits, direct grants, and 
relocation assistance.

Are such incentives necessary?
According to site selection consult-
ants, incentives usually don’t play a
pivotal role in the early stages of a
company’s search process. Richard
Beard, a Greensboro-based developer
who used to manage the local 
chamber’s economic development
efforts, says he dealt with “bottom
fishers” who choose the location with

the most lucrative inducements and
take off when they expire. But they
were the exception, not the rule.

Other factors that benefit a 
company’s bottom line over the long
run are more significant than the
short-term boost of incentives.
Especially at public companies with
shareholders’ interests at stake, there
have to be sound business reasons for
moving their headquarters.

Incentives matter only when the
search for a headquarters narrows to a
few locations that meet its needs,
Beard asserts. “They are deal closers.”
When all other things are equal, “that’s
when incentives come into play.” 

Extended Stay Hotels received
$760,000 in cash incentives from the
city of Spartanburg that helped offset
$9 million in relocation costs. Also, the
city fast-tracked the construction 
permits for the headquarters and spent
about $6 million on a public garage
that connects to the building via 
underground passageways, enabling
workers to quickly escape South
Carolina’s hot and humid summers. 

These incentives helped Extended
Stay’s executives decide on Spartan-
burg, says Corry Oakes, one of the
company’s top executives at the time
of the relocation. But they were only
one part of the equation. 

Another factor was the close 
ties between the community and
George Johnson, the company’s chief
executive at the time of the relocation.
Johnson is a Spartanburg native, went
to college in the city, got his start in
real estate there, and opened his 

first Extended Stay location there.
Even when he ran the company 
from Florida, he kept a home in
Spartanburg and occasionally flew
back for visits. 

“It certainly didn’t hurt that we
knew something about the area and
the quality of the work force,” Oakes
says. But Extended Stay didn’t pick up
and move solely based on that knowl-
edge and Johnson’s commitment to
bettering Spartanburg. “There were
economic reasons for the move.”

How often does a chief executive
have such a personal history with the
community that a corporate headquar-
ters is moving to? Mark Sweeney says
it’s hard to say. In any event, Sweeney
and others believe that it is just one
factor in the site selection process.
“The chief executive of a firm has a lot
to say about a new location, but it is
hard to imagine many corporate head-
quarters going to a location primarily
because the current CEO happens to
like it or lived there before,” he notes.

Indeed, personal connections and
incentives aren’t enough to counter
the forces of economic change. Some
turnover of corporate headquarters is
inevitable in the years to come as 
markets evolve and the needs of 
corporations adjust accordingly. 

Therefore, Klier believes, commu-
nities should foster the qualities that
are attractive for corporations and
nurture native startups that could
become the corporate giants of the
future. “There is no reason why a com-
pany has to stay in one location over
its life cycle,” he says. RF

F a l l 2 0 0 6  •  R e g i o n  F o c u s 45

Boyle, M. Ross. “Corporate Headquarters as Economic
Development Targets.” Economic Development Review, Winter 1988,
pp. 50-56.

Gregory, Richard, John R. Lombard, and Bruce Seifert. “Impact
of Headquarters Relocation on the Operating Performance of the
Firm.” Economic Development Quarterly, August 2005, vol. 19, no. 3,
pp. 260-270.

Holloway, Steven R., and James O. Wheeler. “Corporate
Headquarters Relocation and Changes in Metropolitan Corporate
Dominance, 1980-1987.” Economic Geography, Jan. 1991, vol. 67, 
no. 1, pp. 54-74.

Katz, Jane. “Get Me Headquarters!” Federal Reserve Bank of
Boston Regional Review, 4th Quarter 2002, pp. 9-19.

Klier, Thomas H., and William Testa. “Location Trends of Large
Company Headquarters During the 1990s.” Federal Reserve Bank
of Chicago Economic Perspectives, 2nd Quarter 2002, vol. 26, no. 2,
pp. 12-26.

Speizer, Irwin. “Home Office.” Business North Carolina, May 2005,
pp. 40-49.

Strauss-Kahn, Vanessa, and Xavier Vives. “Why and Where Do
Headquarters Move?” INSEAD Working Paper 2005/32/EPS,
April 2005.

R E A D I N G S

RF Fall v23  10/30/06  2:18 PM  Page 45



RF: What are the principal reasons for the rise in wage
inequality in the United States over the past 30 years?
How important does skill-biased technical change 
figure into this story?  

Baily: Most economists would argue that skill-biased 
technical change is the most important factor, and I agree
with that. The liberalization of trade has had some effect as
well. The trouble with attributing wage trends to technical
change is that this is a residual explanation. The inference
comes from looking at shifts in supply and demand curves,
but to interpret those shifts, you need to look deeper.

One of the things that has happened is that wages used
to be determined institutionally but that is much less true
today. Unions were much more important than they are
now. Corporations had fairly standard compensation sched-
ules for their mid-level employees. And even at the upper
levels, the salaries of a CEO or CFO were largely deter-
mined by historical patterns. Over the last 20 years, we have
had a much more competitive economy, in all regards. This
has led companies to change the way they determine 
compensation for their employees. Instead of setting wages
by institutional means, companies are really fighting for 
talented people, and this has driven up their salaries quite
dramatically. At the same time, the share of the population
that is in manufacturing has declined, and even those who
still work in that sector tend to command relatively lower
wages. In today’s economy, much of the returns from 
economic growth goes to people with special skills or 
higher levels of education.
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Editor’s Note: This is an abbreviated version of RF’s 
conversation with Martin Baily. For the full interview, 
go to our Web site: www.richmondfed.org/publications

Martin Baily’s career has spanned a number of fields,

from academia to government to business 

consulting. His research interests have been equally

varied, resulting in important contributions to 

a variety of topics in macroeconomics.

A native of England, Baily has written recently about

how Europe could reform its economy in a way that

would yield faster economic growth while retaining

many aspects of its generous social safety net. He 

has also investigated the link between information 

technology investment and productivity improve-

ments, and the causes of increasing income 

inequality in the United States and abroad.

Baily has taught at the Massachusetts Institute of

Technology, Yale University, and the University of

Maryland; been a senior fellow at the Brookings

Institution; and was a principal at McKinsey &

Company’s Global Institute. During the Clinton 

administration, he served as a member and then 

chairman of the Council of Economic Advisers (CEA).

Since leaving the CEA in 2001, Baily has been a 

senior fellow at the Institute of International

Economics in Washington, D.C., where Aaron

Steelman interviewed him on Aug. 8, 2006.
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RF: Recent data seem to show that the growth in wages
at the very top of the distribution — say, the top 
1 percent and above — is very sharp. Can the skill-
biased technical change story explain that phenomenon
or is there something else that has led to the spike at 
the very top?  

Baily: It depends on how you define skill-biased technical
change. The growth you have described certainly cannot be
explained by returns to education, though that certainly plays
a big role when you look at income growth across the popula-
tion as a whole. Certain skills are valued very highly in today’s
economy, and the people who possess those skills are doing
very well. I sit on the board of a small company and it is very
difficult yet very important to find a really strong CEO and
others in top management positions. We are in an extremely
competitive environment, much more so than 20 years ago,
and it has become essential to find the best people available.

RF: How does the pattern of wage inequality in Europe 
compare to that in the United States? Have some of 
continental Europe’s social and labor policies had the
effect of keeping the gap from widening as much as in
the United States? 

Baily: The wage distribution in Europe is much more com-
pressed than it is in the United States. The one exception is
the United Kingdom (UK), which looks more like the
United States than the rest of Europe. The question is why?
In continental Europe, wages are largely still set according
to long-standing institutional agreements. Unions are much
more important, and even in countries where the share of
the work force that is unionized is fairly low, like France, it’s
still the case that union-determined wage scales are widely
used. Also, in many countries you have either a relatively
high minimum wage or you have social welfare programs,
which means that people are not willing to work for the type
of wages you see in other parts of the world, so that effec-
tively creates a wage floor. And at the CEO level, you just
don’t have the type of open market that you do in the United
States. All of this leads to a much more compressed distri-
bution of wages.

Some of this is changing. There is a real concern that the
European economy is not sufficiently dynamic. But the type
of inequality that you see in the United States is viewed very
unfavorably, so it’s not clear whether, politically and socially,
Europe will be willing to make significant changes to its
labor market policies.

RF: Why do you think views toward egalitarianism 
in Europe differ so much from those in the United States?

Baily: Well, that is certainly one of the classic questions in
social science and I don’t claim to be an expert on the issue.
But the tradition of the United States as an immigrant 
country where the immigrants from Europe, especially,

came to get away from the more structured societies in
which they were born — that, I think, still has an important
legacy. I grew up in England but I have been here a very long
time, and during that period I have seen significant changes
in the UK. In fact, it is now lumped together with the
United States as part of a broader Anglo-Saxon political and
economic culture. You now have the high-priced CEOs and
lawyers in London like you do in New York and other 
financial centers in the United States. This is a big change.
England was traditionally one of the most rigidly class-based
cultures in Europe, but economic mobility has increased a
lot, as companies have gone after the most skilled employees
they can find regardless of their social backgrounds. So I
don’t think social mores are set in stone — they do evolve
over time — but there are still significant differences
between the United States and Europe.

There is an emerging literature among economists that
looks at long-standing social institutions and beliefs and how
they have affected economic development. It’s a very inter-
esting body of work. I don’t agree with all of it, of course. I
think some papers have been too ambitious in trying to
explain a country’s evolution based on a few specific traits or
events. But there is no doubt that social and cultural factors
affect institutions, which then affect economic performance.

RF: In Transforming the European Economy and other
publications, you have argued that many countries need
to enact a series of reforms if they wish to grow more
quickly. Could you please talk about the type of reforms
you have in mind? Which ones are most important? And
which ones might be the most difficult to implement? 

Baily: I have been involved with the McKinsey Global
Institute, working on a number of studies in which we try to
understand why there are differences in productivity across
countries. The one thing that comes across most clearly is
that competitive intensity — particularly being forced to
compete against world best practices — drives industries 
to achieve higher rates of productivity. I don’t want to 
present our results as saying we should get rid of all 
regulation because we don’t say that. But it has often been
the case that regulation gets co-opted by an industry in
order to restrict competition, so you need to be careful
about how regulations are implemented and whether they
are achieving their desired end. 

It’s important to understand what we mean by competi-
tion. Simply having a lot of companies in a market does 
not mean that the market is particularly competitive.
Instead, what you might have are fragmented industries that
have not consolidated and not invested in the most modern
technology or implemented other desirable changes. So you
might have a lot of banks or retail stores, for instance, but
they are not operating at best practice because you have 
not allowed the industry to evolve. 

Where regulation has been changed in a way that encour-
ages competition, though, you have seen a lot of success. 
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For instance, if you look at the mobile phone industry in
Germany and France — a relatively new industry that didn’t
have a long legacy of regulation — it has achieved very high
rates of productivity, at times even higher than in the United
States. We also did a recent study of Sweden that looked at
which industries had been deregulated since Sweden joined
the European Union in 1995 and were forced to face up to
Europe-wide competition. We found that productivity
growth generally has been very good. The one domestic
industry that has not seen much improvement is construc-
tion, which is still subject to a great deal of regulation with
very strong union rules. 

So overall, the news is good. If you do the right things —
not necessarily by abolishing regulation but by changing it in
a way that is competition-enhancing
— then you will see productivity
growth in Europe.

In addition to reforming business
regulation, there is the question of
Europe’s social welfare policies.
Here we see that opposition to
change is pretty strong. Europeans
would rather sacrifice some level of 
economic efficiency for greater 
protection against poverty and 
hardship. That’s their choice. But
you could provide those social 
protections in a way that is much
more market-friendly. For instance, 
if you were to have wage insurance
rather than permitting people to
draw unemployment insurance for a
long time, then you could encourage
people to go and get another job
rather than stay out of the labor 
market altogether. I’m sympathetic
to someone who is 55 years old and is
suddenly laid off from a well-paying
job in the automobile industry, for
instance. But you just can’t function
by having everyone on social welfare.
It pushes up the tax burden too high
and it blunts the incentive to work. 

My co-author of Transforming the
European Economy is Danish. The
Danes have not implemented a per-
fect system but it does a reasonably
good job of providing social support
while also providing incentives for
people to find a job and go to work. They don’t have the
option of simply saying, “no thanks.” That’s a big difference
between Denmark and Germany. Germany ostensibly has
rules that are designed to get people back into the work force,
but if you go to Germany and ask them how many people have
been forced off the unemployment benefit rolls, the answer
is not very many. So, in practice, it doesn’t work very well.

You also need more flexibility in Europe’s labor market.
We think that companies should be allowed to more easily
implement layoff programs, with severance packages. The
French system is horrendous, where the legal system gets
involved almost every time a company wants to restructure.

RF: It seems that the transition to more liberal labor
policies in the United Kingdom has, on balance, 
benefited the UK economy. But they were won under
quite difficult circumstances. Do such reforms — in 
liberal democracies, at least — require almost a crisis 
to occur, such as the malaise that the UK economy
found itself in during the late 1970s, in order to be
implemented? Also, how important is it to have a 

persistent and charismatic figure,
such as Margaret Thatcher, 
leading the government?  

Baily: In England there were so
many entrenched interest groups
and so much conflict in the labor
market that having someone who
was willing to be tough was helpful.
But other countries have been able
to enact reforms without a figure
comparable to Mrs. Thatcher.
Significant labor market reforms
were enacted in the Netherlands,
Sweden, and Denmark. Now it’s 
true that those countries’
economies were approaching crisis
levels, with high unemployment and
a lot of people on social support
programs, which caused budget
problems. Indeed, growing fiscal
imbalances have probably been one
of the main drivers of reforms in
Europe. So I think it’s often a mix-
ture of having strong political
leaders combined with declining
economic performance that leads 
to reform. 

My colleague Adam Posen is 
writing a book on Germany and 
he disagrees, arguing that it’s 
actually easier to enact reform if 
the economy is doing well. When
people have jobs and the economy 
is expanding, people are more will-

ing to tolerate changes that they might have otherwise
found more painful. I understand that argument, but my
own view is that the experiences from the UK and the
Netherlands are strong counterexamples. The reforms
those countries achieved were easier to make because their
economies were in crisis and it was clear that something
had to be done.
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RF: What significance does the relatively
low birth rate in some European coun-
tries have for social policy, especially
programs aimed at helping the aged? 

Baily: First, I would like to point out that
the birth rate among females of European
origin in the United States is 
relatively low as well, so there is a common
pattern between the two regions. The
overall U.S. birth rate figures are much
higher than in Europe because many
recent immigrant groups are boosting the
rate. And, of course, immigration is itself
boosting the U.S. population. What are
the implications for Europe? The low
birth rate means that a growing share of
the population will be of retirement age
and labor forces will be flat or declining.
This could produce an unstable equilibri-
um. As the percentage of people receiving government
retirement funds increases, that means increasing taxes on
those who are still working, which could lead some people to
leave the labor market. That’s not a forecast — it’s more of a
warning parable. 

So Europe has to look closely at this issue and the sooner
you do something about it — by changing the incentives for
people who are already working to stay in the labor force
longer and those who are out of the labor force now to
acquire jobs — the better off you will be. The shifting 
worker-retiree ratio is not tenable. It’s going to be too costly
to fund the public pension programs as well as the health
care programs. The same is true, to some extent, in the
United States, especially with health care.

RF: How important has investment in information
technology (IT) products been to the surge in produc-
tivity that we have seen since the mid-1990s? And if 
IT was significant, why didn’t we see productivity gains
earlier? Companies were investing in IT throughout the
post-1973 period, yet we saw relatively low rates of
productivity growth for more than 20 years. 

Baily: If you think that IT investment has been important
to the growth in productivity, and I believe it has been, 
then the simple answer to your question is that the level of
investment in IT was pretty small relative to the size of the
overall economy during the early part of this period. Also, it
took quite awhile for a lot of computer software to become
user-friendly enough so that a broad range of employees
could use it effectively. Plus, in the 1990s you had parallel
development in communications technology, which made 
a lot of IT products more useful. 

Looking at things more recently, we have seen a real
slump in IT investment. Yet productivity continued to grow
fairly rapidly. So the link between IT investment and the

rapid overall productivity growth that we
witnessed earlier has subsequently 
broken down. What we have learned is
that productivity depends on companies
improving their business processes, and
while IT can be an important facilitator
of doing things more efficiently, it isn’t
always the case. A lot of investments in
IT didn’t pay off in the way that compa-
nies had hoped. For example, a lot of
banks and hotels and other firms invest-
ed in Customer Relations Management
(CRM) software. Many of them reported
that it didn’t result in a very large payoff. 

There was a general feeling that you
had to invest in IT, and people didn’t 
really pay a lot of attention to the budget
and where they could get the most bang
for the buck. This led to some overin-
vestment. But companies now are

beginning to learn which investments were most effective
and how to make best use of the products they have. We 
are seeing another period of learning-by-doing, in the post-
2000 period.  

RF: What do you think accounts for the extreme 
enthusiasm many investors had in the late 1990s for
anything related to IT? Would you define that period as
a “bubble”? And what was it like to be in a key policy
advisory position as both the tech boom and decline
occurred? 

Baily: The very rapid rise in technology stocks was a bubble,
and the overall stock market was also in a bubble, but 
less pronounced. The prices many companies’ stocks were 
fetching could not be justified by their profits. 

Was the overall U.S. economy in a bubble? Things were
pretty good in a lot of ways over that period. There was low
unemployment, inflation was falling, and incomes were 
rising. The private sector, of course, was the biggest reason
for this prosperity. But on the policy side, I would give the
Clinton administration credit for embracing change and
being willing to stand up to interest groups that wanted 
to restrict trade and pursue other counterproductive inter-
ventions. You can certainly criticize particular measures, but
on balance, it was a very good record. One of my colleagues
said, “Bill Clinton baby-sat the U.S. economy into the 
21st century.” It was important that you had a president who
was willing to embrace that type of transition.

Now, obviously, there were some concerns. The trade
deficit was ballooning and the dollar was very high. 
I thought that if we balanced the federal budget, you could
mitigate some of those problems, because even though 
private savings were down, public savings would go from neg-
ative to positive. We did balance the budget, but the effects
on the trade deficit were not as significant as I thought they
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would be. This was very hard on the manufacturing sector. 
I don’t think it was the main reason for what happened 
to manufacturing employment, but it was certainly a con-
tributing factor. If you look at the numbers, manufacturing
employment remained relatively strong through 2000. The
downturn in the domestic economy generally was the
biggest factor in the decline in manufacturing employment.

Six years later, we still have a huge trade deficit that will
have to adjust eventually. A trade deficit at the current level is
not sustainable over the long run. The adjustment will be
somewhat painful for the United States, because we have
been spending more than we have been producing. Just as it’s
more fun to run up a balance on your credit card than to work
it off, the adjustment of the U.S. economy to a lower deficit
and a lower level of foreign borrowing will be difficult. It will
be somewhat painful for the rest of the world too, because
they have become used to selling to the U.S. market, and they
will have to get used to generating more domestic demand. 

That said, Robert Lawrence and I have been doing some
work on this, and we are more optimistic than many others.
If the dollar does come down, so will the trade deficit — not
the energy part, but the manufacturing and services parts.
Exports will rise and imports will decline, meaning that over
a period of several years, we will be able to achieve some-
thing close to a trade balance. So while I share some of the
concerns of people like Nouriel Roubini, Ken Rogoff, and
Bob Rubin that we could experience a very painful adjust-
ment, I don’t think that is the most likely outcome. There
are too many countries with too big a stake in keeping the
U.S. economy from stumbling badly, so there would be
enough intervention to forestall a crash in the dollar. But we
could certainly see higher interest rates, which could affect
the housing market and a falling dollar could have some
inflationary effects.

RF: In addition to the policies you have already men-
tioned, what do you think were the principal economic
successes of the Clinton administration? 

Baily: Balancing the budget was a bipartisan effort, to be
sure, but I give the administration a large amount of credit
for that. And they were able to do it while still making 
significant progress in improving the resources available to
people without a lot of skills and education. Welfare reform
was also a very big achievement. NAFTA was an achieve-
ment as was getting China into the WTO. So there are many
things that I think the administration did that were good for
the long-run health of the economy.

RF: In your opinion, how ought the United States han-
dle reform of the Social Security and Medicare systems?  

Baily: The problem with Social Security is not that severe.
You could get it on track with some increases in the retire-
ment age and perhaps some modest increases in taxation.
The current gap is not that great. 

I would like to see people in the United States saving
more. So I would like to see some sort of private accounts
layered on top of Social Security. We have that in the form
of 401(k) programs, but a lot of people don’t participate.
Many people simply don’t realize the magnitude of
resources they are going to need to retire. So I favor private
accounts, not as a replacement to the existing system but as
an addition.

The obstacle to that is: If it’s compulsory, then it’s viewed
as taxation, and if it’s not compulsory, then a lot of people
will not participate. If you made the default option such that
people were automatically included in the system, then par-
ticipation rates would be pretty high and you wouldn’t have
the objection that you were imposing a new tax because 
people could opt out. The advantage of doing it through
Social Security is that you would have the government 
collecting the money and then have it invested by profes-
sionals in the private sector. This would cut down on the cost
of administering the program and it would also allow you to
restrict the range of investment vehicles that people could
choose. In general, I favor increasing consumer choice, but
some people make bad choices with their retirement invest-
ments and there’s a good case for eliminating some very
high-risk options.

Turning to Medicare, I don’t have a good answer.
Ultimately, we have to institute some form of rationing of
health care. I don’t mean that in the way that many people
perceive it. We ration all sorts of goods because we have to
make choices about how we spend our money. When we get
rid of that, by instituting a system of third-party payment,
we are no longer operating in a real market system. So we
have to decide what’s going to be the effective “limit” — I
think that it is probably a better and more accurate term
than “ration.”

Managed care is one approach to setting limits but it 
didn’t really get the chance that it needed. I understand why
people don’t like it. They want short waiting times, they
want to be able to choose the specialists they need, and so
on. Managed care put limits on those choices — it limited
health care that, at the margin, provided very little benefit
for the cost. But patient opposition to the limits was 
mobilized through the courts and with regulations.
Managed care providers relaxed the limits in response and
health care costs started rising again. 

The response today among employer-provided health
insurance plans is to increase the amount of money that the
individual patient has to pay, so that ability to pay becomes
the limiting mechanism. I don’t think that’s the best 
solution because it reduces the level of insurance and means
that some people will miss out on care that they need. But 
it is probably the mechanism that will be used to reduce the
growth of Medicare spending also. A better way, if it could be
achieved, is to to determine through research the treatment
protocols that  are the most cost-effective and then align the
economic incentives for patients and providers to encourage
the use of these protocols.
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RF: There was much anti-globalization talk in the
United States in the late 1990s — the protests at the
World Trade Organization (WTO) meetings in Seattle,
for instance — but, overall, that sentiment has seemed
to wane a bit. What do you think is the current state of
public opinion toward globalization, and what effect
might it have on public policy?

Baily: Globalization still is not very popular. It’s not very
popular in the United States, Europe, or the developing
world. There’s a legitimate reason for it — it brings change
and can force people to acquire new skills and change jobs.
That can be painful. People also exaggerate the effects 
of globalization. We talked earlier about skill-biased 
technical change. Even in a world without globalization,
there would still be a lot of change in many industries. 
It is easier to blame globalization than technology or 
productivity growth. Also, the United States is such a large
market that the level of competition you see in other parts
of the world through globalization still occurs here from
domestic companies alone. 

I am a fan of globalization, which is good for the 
economy. Gary Hufbauer, my colleague here at the 
Institute, estimates that it contributes a trillion dollars a
year to U.S. income. But it’s important that we do a better
job of helping the people here who do not have a lot of 
education and skills, either by having a better social safety
net or by improving access to education and job training. I
would like to see our economy made safer, in some sense, for 
globalization. And that would reduce anxiety and opposition
toward it.

RF: What do you make of the current debate on immi-
gration reform? How should the United States — and
other rich countries — address this issue?

Baily: I favor immigration. As I have stated, I am an 
immigrant myself. But there is a concern that the current
level of low-skilled immigration is putting downward 
pressure on the wages of low-skilled workers born in the
United States. It would be desirable to reduce the pace of
immigration in a way that limits the damage done to people
at the bottom end of the income distribution. How you do
that, though, can be very tricky and I can imagine reforms
that would be counterproductive.

RF: Do you favor an increase in the minimum wage?
Would expanding the Earned Income Tax Credit
(EITC) be a more desirable way to help low-income
Americans?

Baily: Looking at this from the standpoint of incentives, it’s
better to increase the EITC than the minimum wage
because the EITC encourages employment. The concern
about the minimum wage is that it can price some people
out of the labor market. However, given its current level, 

I would support a modest increase in the minimum wage.
It’s a blunt instrument but it helps a certain segment of the
work force, as long as it is not raised too high.

RF: Many cities have tried to pitch themselves as 
high-tech centers to potential employers and 
citizens. Are policymakers in those cities overreaching?
That is, can public policy be used to steer a local 
economy in that direction or must those changes occur
more organically?

Baily: Generally, the importance of high tech has been 
exaggerated. It is important but many people look at it as
much more of a savior than it can possibly be. There just
aren’t that many jobs in the high-tech sector, especially in
the manufacturing of high-tech products.

On the broader issue of economic geography, there are a
lot of examples of cities that have suffered large declines and
were able to come back. So it’s certainly not impossible. But
in some cases, it’s going to be very difficult to do that, and
policies aimed toward that end often will be a waste of
money. It’s similar to the way we look at certain industries.
Some are going to rise and decline over time and you ought
not try to stop that process. The same is true with cities. It’s
a mistake to try to preserve every place in the form that 
it existed decades ago. To the extent that government can
play a role here, it’s in doing a good job of providing basic
services, from public safety to education. Those things are
going to be important to any city’s well-being and ultimately
will help economic development.

RF: How would you assess the role of the Council of
Economic Advisers (CEA)? What influence does it have
and which things can it do most effectively?

Baily: The role of the CEA has changed a lot over time. 
In the early 1960s, for instance, it had a lot of influence.
There were some very big questions that the executive
branch was grappling with — how to sustain economic
growth and price stability while fighting an increasingly
expensive war in Vietnam. Over time, that influence has
waxed and waned. A lot of it has to do with the president. I
served on the CEA under President Clinton and he was very
intellectually curious. He was genuinely interested in policy
debate, and I always felt that he closely considered the
advice that we offered, whether or not he ultimately accept-
ed it.

As for what the CEA can do best, a lot of that involves
things that cannot be seen publicly. For instance, the CEA is
often asked to assess proposals coming from Congress or
other parts of the administration. Many of those proposals
would have very bad consequences, and it’s important for
the CEA to frame those issues in a way that can help foster
useful discussion among policymakers. So while the CEA
can have a public face, much of its work takes place out of
the public view. RF
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Branch by Branch

In 1804, the North Carolina
General Assembly chartered the
first two banks in state history.

One of them, the Bank of Cape Fear in
Wilmington, made its own sort of his-
tory by simultaneously opening a
branch office in Fayetteville. Though
having a branch might not seem
remarkable today, North Carolina’s his-
torically liberal policies toward
branching are key to understanding the
state’s status now as a banking giant.

“Statewide branching ultimately
gave our banks an advantage,” says
Joseph Smith, North Carolina’s com-
missioner of banks. “It allowed our
banks to get to a size and scale of hav-
ing greater resources to compete. It
gave our banks something of a head
start in the mergers and acquisitions
game, and it also promoted competi-
tion that served them well going
across state lines.”

North Carolina — the 11th-largest
state by population — today is the 
second-largest banking state in the
country. It is home to the headquar-
ters of three of the top 10 U.S. banks
ranked by assets. Bank of America,
based in Charlotte, is the largest U.S.
commercial bank and Charlotte-based
Wachovia is No. 4. BB&T Corp. of
Winston-Salem currently sits at No. 9.
Those three banks alone give North
Carolina a more than $1 trillion lead
over the third-largest banking state,
California, though New York is still far
and away the largest banking center.

To be sure, there were many forces
at work besides branching that helped
North Carolina banks get an edge over
their out-of-state counterparts.
Creative and aggressive managers —
such as the near-legendary Hugh
McColl of NationsBank (now Bank of
America) and Ed Crutchfield of First
Union (now Wachovia) — pushed
their organizations to grow. Also
important were policies like allowing
banks to get involved in a lot of non-
bank activities, such as insurance
brokering, of which BB&T is now a
nationwide leader.

But branching set the tone in
North Carolina, it is generally agreed.
Without the experience from branch-
ing, no amount of management
expertise could have produced the
banking empire that now exists in the
Tar Heel State. “They were competi-
tive bankers, but they already had the
size that allowed them to be the
acquirers rather than the acquirees,”
explains Lissa Broome, a law professor
at the University of North Carolina
who directs the school’s Center for
Banking and Finance.

Rural Roots
North Carolina’s original embrace of
branching was not the result of a far-
sighted strategy to build banks of
nationwide power. Rather, it was an
immediate economic necessity. A
predominantly rural state in the early
19th century, North Carolina allowed
branching as a means to get banks into
more communities than otherwise
possible. “To get banking services in
the Carolinas at all they had to tap
capital from people in a number of 
different places,” Broome says. Even
though there were only three state-
chartered banks in North Carolina
until the 1850s, each had multiple
branches, allowing for close to
statewide coverage.
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An 1848 $10 bill from the 
Bank of Cape Fear, in 
Wilmington, N.C., one of 
the first state-chartered banks.
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While other states were placing
restrictions on branching, fearful that
big-city banks would drive out smaller
banks and then operate in a non-
competitive fashion, North Carolina
maintained liberal policies. This 
created a uniquely competitive bank-
ing environment in North Carolina,
Broome says. Besides having the 
ability to set up branches, North
Carolina banks had little restrictions
in buying other state banks, giving
them experience in integrating the
operations of another bank and early
on showing the economic efficiencies
of putting together two banking
organizations.

Beyond the fear that big banks
would exercise monopoly power, 
why would states restrict branches?
Thomas Hills, a retired bank executive
who has studied North Carolina 
banking history, suggests several 
reasons. One is that for many years
North Carolina had four large 
population centers evenly distributed
around the state — Charlotte, Raleigh,
Greensboro, and Asheville. This was 
in contrast to states like Georgia, with
a single big city in Atlanta. “There was
never the big city against the agrarian
area dynamic,” Hills says. 

Meanwhile, North Carolina banks
were amassing size and scale that 
out-of-state banks weren’t close to
approaching. The mid-20th century
was a time of slow but steady growth in
North Carolina banking. In 1950, not 
a single North Carolina bank was
among the 50 largest banks in the
country. By 1960, Wachovia had
cracked that list. By 1980, North
Carolina National Bank (NCNB) had
vaulted over Wachovia and into the
top 25 largest U.S. banks.

Branched Out
In 1975, North Carolina was one of 
just 16 states (plus the District of
Columbia) that allowed statewide
branching. (As it happened, Maryland,
Virginia, and South Carolina also
allowed some degree of statewide
branching, with only West Virginia in
the Fifth District keeping branch
restrictions.) By 1992, all but one 

state — Iowa — had at the least signif-
icantly relaxed branching restrictions.

But for a time, North Carolina
banks were in a relatively unique 
environment that taught them how to
compete. Knowing that other banks
could eye a good market and swoop in
to steal share, North Carolina banks
had strong incentives to keep costs
low and innovate whenever possible.
By the late 20th century, technological
advances such as ATMs were making it
even more sensible to pursue banking
on a wider geographic scale. Moreover,
bigger banks were in a better position
to use those same technological
advances and their accompanying cost
savings to their advantage. In this way,
technology provided something of a
double benefit (one that smaller 
banks were less able to take advantage
of) to the already-large banks in 
North Carolina.

John Medlin was chief executive of
Wachovia in 1985 when a pivotal
Supreme Court ruling was handed
down. The court in June, in upholding
a similar New England law, essentially
upheld the lawfulness of the so-called
“Southeastern Regional Banking
Compact,” an agreement between 10
Southern states, including North
Carolina, South Carolina, Virginia,
and Georgia, to allow banks from par-
ticipating states to acquire each other.

“When it became possible to [cross
state borders] in 1985, our banks were
better prepared for that challenge,”
Medlin says. “Going up to Virginia for
us was no farther from Winston-Salem
than going to Asheville. This gave us
an edge on banks in other states like in
Virginia, where banks were confined
to counties, and Florida.”

The week after the Supreme Court
ruling on the compact, Wachovia
bought First Atlanta. Around 
that same time, First Union picked 
up Atlanta Bancorporation of
Jacksonville, Fla. In 1986, NCNB —
which had used a loophole in 1982 
to buy a trust company in Florida, 
which then allowed it to also buy
banks in the state — acquired banks 
in South Carolina, Virginia, and
Maryland. The race was on.

“All of us felt it was pretty clear that
critical mass was important,” Medlin
says. “If you had a computer system
serving 100,000 customers, it costs
the same as if it were a million 
customers. You required economies of
scale to be efficient and effective.”

Interstate Banking Arrives
While banks in the Southeast com-
pact zone could go about buying each
other, federal and state laws still 
kept most cross-state purchases from 
happening. The Douglas Amendment
to the federal Bank Holding Company
Act of 1956 restricted bank holding
companies from buying banks in other
states. Not until Maine in 1978 eased
restrictions on entry by out-of-state
banks did the barriers begin to fall at
the state level. At the federal level, it
wasn’t until the Riegle-Neal Act of
1994 that bank holding companies
were allowed to acquire banks in any
state. (The act’s House sponsor was
Stephen Neal of North Carolina,
whose banks lobbied heavily in favor
of the reform.)

Primed to grow, North Carolina
banks were ready when the nationwide
barriers to cross-state entry began to
fall. In 1989, North Carolina was the
sixth-largest banking state by assets.
Hot on its heels were Massachusetts,
Michigan, and New Jersey. By 2006,
North Carolina was the No. 2 state in
the nation ranked by bank assets.
(New York has long held the top spot.)

Most of this leap in the ranking
came by virtue of the activities 
of NationsBank and First Union. 
The most notable acquisitions for
NationsBank came in 1991, with the
purchase of Atlanta’s C&S/Sovran
Corp., then in 1998’s merger with 
San Francisco-based BankAmerica.
NationsBank took BankAmerica’s
name, but kept the headquarters in
Charlotte. The most recent big acqui-
sition was of Boston’s FleetBoston
Financial Corp. in 2004.

The big buys for First Union, 
meanwhile, came with pickups in 1996
of First Fidelity Bancorp of New
Jersey, in 1997 of Signet Bancorp of
Richmond, and in 1998 of CoreStates
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Financial of Philadelphia, the last of
which set a record with its $17 billion
price tag. Then in 2001, First Union
bought cross-state rival Wachovia and
kept its name.

During this period, Winston-
Salem’s BB&T, led by CEO John
Allison, quietly emerged. Since 1989,
BB&T bought 59 banks and thrifts.
Most of those deals paled in size com-
pared with the mega mergers of Bank
of America and the new Wachovia.
Nonetheless, BB&T today ranks as the
ninth-largest bank holding company
in the United States. It also added 80
insurance agencies and 30 nonbank
financial companies, building on its
experience in a state that allowed such
forays into nonbanking activities.

By 2000, North Carolina was well
established on the global map as a
financial services powerhouse. In
Charlotte, the headquarters of Bank
of America and Wachovia reach 60
and 42 stories, respectively, defining
the Queen City’s skyline. More than
32,000 people are employed by those
two banks in Charlotte alone.

Great Leaders or Great Laws?
When stories are told about North
Carolina’s ascension in the banking
world, the names McColl and
Crutchfield, Allison, and Medlin,
among others, are raised. It was 
personal competition, one line of
reasoning goes, that led McColl to 
top his rival Crutchfield with a taller
skyscraper. This “great man” theory
holds that it was the leaders of 
North Carolina’s banks that drove
them to greatness.

Thomas Hills, the retired First
Atlanta-Wachovia executive, recently
wrote a 160-page thesis on the topic of
North Carolina’s banking prowess —
and Georgia’s relative weakness — for
a graduate degree in history. (He now
works as chief financial officer for 
the state of Georgia.) Hill thinks that 
both North Carolina’s regulatory 
environment and its luck in getting
some innovative chief executives were
the key ingredients.

“They’re both equally important,”
Hills says. “You had brilliant banking

leaders in people like John Medlin in
Wachovia, Tom Storrs and Hugh
McColl at NCNB, and Ed Crutchfield
at First Union. North Carolina banks
were positioned legally and also from a
management strength and a strategic
planning standpoint to take advantage
of those laws.”

Medlin agrees with that assess-
ment. The competitive environment
in North Carolina, he says, “challenged
management. We developed not 
necessarily smarter management but
more experienced management. The
competition between us made each 
of us better.”

In 2006, it might seem that all 
regulatory barriers to intrastate bank-
ing have been removed. But that’s not
the case. Twenty-seven states, includ-
ing North Carolina, still place limits 
on out-of-state banks from opening
branches inside their boundaries
(unless the out-of-state bank is from a
state where North Carolina has a
reciprocal agreement). For example, a
South Carolina bank can’t currently
open a branch in North Carolina —
unless the South Carolina bank buys a
North Carolina bank. For small banks
in particular that throws up a high hur-
dle to growth because they usually lack
the capital to make such purchases.

Smith, the North Carolina banking
commissioner, believes such prohibi-
tions unnecessarily harm some banks.
“There’s a whole economic market in
western North Carolina, upcountry
South Carolina, and the mountains of
Georgia — that’s one market,” Smith
says. “Protectionism holds back small-
to medium-sized banks that could
grow to their natural, optimal size.” 

In researching his thesis, Hills
came to an interesting realization: Not
a single, major bank with headquarters
in the Southeast has been acquired by
a bank from outside the Southeast.
With regards to North Carolina, can
that record possibly hold up?

On that question, Medlin is realis-
tic. “I wouldn’t postulate today what
might happen 10 years from now. I
would just note that there is a fairly
substantial lead right now and banks in
North Carolina are still growing.” RF

North Carolina Banks Timeline

1805: The Bank of Cape Fear opens as one of
North Carolina’s first state-chartered banks. (The
charter was granted in 1804.) Simultaneously, 
it opens a branch in Fayetteville.

1872: Branch and Hadley, the precursor to BB&T,
opens in Wilson.

1874: Commercial National Bank, the precursor
to NationsBank, opens in Charlotte.

1879: Wachovia National Bank opens in Winston
(which later merged with the neighboring city 
of Salem).

1927: The Federal Reserve Bank of Richmond
opens a branch office in Charlotte.

1956: The Douglas Amendment to the Bank
Holding Company Act restricts ownership of
banking subsidiaries by bank holding companies
to only the state in which the holding compa-
nies are headquartered.

1958: Union National merges with First National
Bank of Asheville, forming First Union.

1960: North Carolina National Bank (NCNB) is
formed after successor to Commercial National
buys Security National of Greensboro.

1975: Some states begin to permit statewide
branching, something that North Carolina has
allowed since 1804. In 1975, only 16 states allow
statewide branching. 

1989: North Carolina is the sixth-largest banking 
state in the United States, trailing California,
Illinois, New York, Ohio, and Pennsylvania.

1991: NCNB acquires Atlanta’s C&S/Sovran, and
the new bank is called NationsBank.

1994: The Riegle-Neal Act allows bank holding 
companies to acquire banks in any state.

1998: NationsBank merges with BankAmerica,
and the new company is called Bank of America.
Headquarters of the merged bank is established 
in Charlotte.

2001: First Union acquires Wachovia, keeping
the name Wachovia Corp.

2006: North Carolina is the second-largest
banking state in the United States, trailing only
New York and leading No. 3 California by more
than $1 trillion in assets.

RF Fall v23  10/30/06  2:18 PM  Page 54



IN OUR HANDS: A PLAN TO REPLACE THE WELFARE STATE

BY CHARLES MURRAY

WASHINGTON, D.C.: AMERICAN ENTERPRISE INSTITUTE, 2006, 

214 PAGES 

REVIEWED BY AARON STEELMAN

In 1984, Charles Murray published Losing Ground:
American Social Policy, 1950-1980. He argued that the
Great Society transfer programs had done more harm

than good, and the biggest victims were their intended
recipients. In his new book, In Our Hands: A Plan to Replace
the Welfare State, Murray provides a plan to overhaul the 
system he critiqued so thoroughly. 

His proposal is straightforward. First, eliminate all trans-
fer programs, such as Social Security, Medicare, Medicaid,
welfare, and so on. Second, issue every person age 21 and
older an annual cash grant of $10,000, a portion of which
must be reimbursed if the person’s earned income exceeds
$25,000. Third, increase the size of the grant over time to
keep up with inflation.

Why would such a change be desirable? Murray offers
two related arguments. First, the welfare state as it is now
constructed is badly flawed. It “degrades the traditions of
work, thrift, and neighborliness that enabled a society to
work at the outset; then it spawns social and economic 
problems that it is powerless to solve.” Second, people 
know better how to spend their money than the government
does. This applies both to poor people, who have to make
tough decisions every day about how to make ends meet, 
as well as middle-class workers, who on average would 
invest their grant in a way that would yield a larger nest egg
for retirement than what is currently provided by the Social
Security system. 

The basic message is: Treat people like adults and they
will act that way. Some will quibble with this argument, 
stating that the poor, in particular, have demonstrated that
they cannot make wise decisions and need their
transfers directed toward essential items.
Murray suggests that “some legal restrictions
on how the recipient uses the grant could be
introduced.” But he argues that the plan would
work the best with much less direction: “Here’s
the money. Use it as you see fit. Your life is 
in your hands.”

If this sounds familiar, it’s because econo-
mists have been making the argument for
decades. In the 1960s, Milton Friedman pro-
posed the Negative Income Tax (NIT), which,
like Murray’s plan, would have eliminated 

all other transfer programs. Instead, poor people would
receive the cash difference between what they earn and 
the amount necessary to sustain a decent standard of living.
The NIT was instituted as a pilot program in some states
and cities in the 1970s with somewhat disappointing results.
Part of the reason, Murray argues, was because it augmented
existing transfer payments instead of replacing them. 
But, more fundamentally, “it demonstrated that a simple
floor on income is a bad idea. There is no incentive to work
at jobs that pay less than the floor, and the marginal tax rates
on jobs that pay more than the floor are punishingly high.”

Murray concedes that any transfer program will provide
some disincentives for work but argues that his plan would
do a better job than the current system or the NIT. There
are two groups for whom work disincentives don’t bother
Murray: young men who are out of the labor force currently
and women who now work but would rather return home. In
the former case, he states that there is no downside because
those people aren’t working now, and in the latter case, “the
reduction in work represents a positive net effect.”

His concern, instead, is directed toward “people who
might stop working because of the cash grant, not to pursue
some other equally productive life course, but to loaf.”
Overall, he argues that “[m]ost of the reductions in work
effort will involve fewer hours worked, not fewer people
working.” And those who choose not to work will be limited
largely to college graduates who take time off before getting
a permanent job or attending graduate school. His assump-
tions for believing that the disincentive effects would 
be relatively small are questionable, though. They would, 
as he suggests, need to be subjected to formal modeling
before the plan could be adopted.

Which gets us to the question that many readers have
probably asked: Could such a radical overhaul ever happen?
Not today, but two factors will make it possible later this
century, Murray argues. First, as the United States grows

even wealthier, a consensus will arise that lack
of money can’t be the reason we still have pock-
ets of poverty. Instead, it’s because we 
are spending the money badly. Second is “the
limited competence of government,” which 
he thinks will also become consensus opinion.

Such predictions are necessarily dicey and
Murray would have been well-served to omit
them to focus solely on the mechanics and 
merits of his plan, which, though flawed, would
represent a significant improvement over 
the present system. It deserves a fair and 
open hearing. RF
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Fifth District economic activ-
ity grew more slowly in the
second quarter with a contin-

ued deceleration in housing activity
combined with some downshifting in
the manufacturing and retail sectors.
Labor markets remained generally on
track though, with solid job growth
and a large influx of job seekers.

Housing Market Slows
Activity in District housing markets
slowed further from April to June of
this year. The National Association of
Realtors reported that home sales dur-
ing the quarter declined 1.4 percent.
The slowdown was most pronounced
in Washington, D.C., where real estate
agents noted a deceleration in buyer
traffic and resale volume and added
that market inventory had tripled
from year-earlier levels. The downshift
in demand appears to have weighed on
the pace of home price appreciation in
many areas: Second-quarter District
home prices rose only 6.8 percent in
the period, the lowest quarterly
growth rate in three years. 

Manufacturing Output Dwindles
Momentum in the Fifth District’s
manufacturing sector wound down
somewhat in the second quarter, 
after expanding briskly in the first

three months of the year. Slower 
activity occurred in factory shipments,
new orders, and capacity utilization.
District manufacturers cut back on
hours, though not employee numbers
during the period. The length of the
average workweek contracted sharply,
but factory employment was little
changed and wage growth maintained
its solid pace of recent months. 

Manufacturers reported that the
prices of raw materials and finished
goods grew more moderately from
April to June, but contacts remained
alert to increasing price pressures.
Some respondents, such as a North
Carolina plastics producer, planned to
raise prices in coming months.

Services Revenues Robust 
Activity at Fifth District services firms
expanded at a healthy clip in the sec-
ond quarter, with revenue growth

picking up the pace and employment
and wage growth rising steadily 
over the period. Also positive, finan-
cial services establishments in
Richmond, Va., and Baltimore, Md.,
reported that business remained fun-
damentally strong, though they said
that clients were exercising more
caution as interest rates rose.

The latest news from District 
retailers was less upbeat, however,

with contacts reporting a deceleration
in sales activity following strong
growth early in the year. Big-ticket
sales, in particular, declined sharply by
midyear, with contacts at two large
building supply stores attributing the
drop-off to lower construction activity
and higher energy prices. Fifth District
contacts from both service-producing
and retail businesses noted that price
pressures eased slightly from April 
to June.

Labor Markets Steady
District labor markets remained gen-
erally strong outside of slower retail
hiring. Compared to the first quarter,
districtwide payrolls advanced at a 
1.7 percent annual rate in the second
quarter, outpacing the 1.2 percent rate
nationwide. Demand for employees in
the professional and business services
sector was especially strong, as evi-
denced by a Raleigh, N.C., temporary
employment contact who noted a
shortage of workers with administra-
tive and technical skills.

The District’s unemployment rate
inched up to 4.3 percent in the second
quarter, as solid growth in jobs was
more than matched by a sizeable
increase in job seekers. Despite this
imbalance, the District unemploy-
ment rate remained well below the 
4.8 percent rate posted a year earlier.
By state, the second-quarter jobless
rate moved higher in all District juris-
dictions except North Carolina, where
the unemployment rate was
unchanged. RF

DISTRICT ECONOMIC OVERVIEW
B Y  A N D R E A  H O L M E S

Both service-producing 
and retail businesses 

noted that price 
pressures eased slightly

from April to June.

Economic Indicators
2nd Qtr. 1st Qtr. Percent Change

2006 2006 (Year Ago)

Nonfarm Employment (000)
Fifth District 13,636 13,579 1.9
U.S. 135,128 134,722 1.4
Real Personal Income ($bil)
Fifth District 911.1 906.2 3.2
U.S. 9,496.9 9,434.3 3.8
Building Permits (000)
Fifth District 64.2 63.9 -7.9
U.S. 529.5 492.3 -10.3
Unemployment Rate (%)
Fifth District 4.3% 4.1%
U.S. 4.6% 4.7%
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Unemployment Rate
First Quarter 1993 - Second Quarter 2006

House Prices
Change From Prior Year
First Quarter 2001 - Second Quarter 2006

Real Personal Income
Change From Prior Year
First Quarter 1993 - Second Quarter 2006

FRB—Richmond 
Manufacturing Composite Index
First Quarter 1996 - Second Quarter 2006

NOTES:
1) FRB-Richmond survey indexes are diffusion indexes representing the percentage of responding firms
reporting increase minus the percentage reporting decrease.
The manufacturing composite index is a weighted average of the shipments, new orders, and 
employment indexes. 
2) Metropolitan area data, building permits, and house prices are not seasonally adjusted (nsa); all other
series are seasonally adjusted.

SOURCES:
Real Personal Income: Bureau of Economic Analysis/Haver Analytics. 
Unemployment rate: LAUS Program, Bureau of Labor Statistics, U.S. Department of Labor,
http://stats.bls.gov.
Employment: CES Survey, Bureau of Labor Statistics, U.S. Department of Labor, http://stats.bls.gov.
Building permits: U.S. Census Bureau, http://www.census.gov.
House prices: Office of Federal Housing Enterprise Oversight, http://www.ofheo.gov.
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roughly on par with last year. Warmer weather early in the
year likely played a role, leading to more construction activ-
ity early in the year. However, just nine permits were issued
in July, suggesting that new housing starts got off to a weak
start in the third quarter. 

Activity in the existing housing market also weakened in
the second quarter, with sales off 0.9 percent in the first quar-
ter and 15.6 percent over the past year. In addition, the rate of
home price appreciation dropped to just a 5.2 percent annual
rate in the second quarter compared to 9.1 percent in the first
quarter and 26.1 percent in the final quarter of 2005. Over the
past year home prices have increased 15.9 percent, a solid
pace, though less than the rate of the previous two years. 

Maryland

By most measures, the Maryland economy continues to
expand, with the state’s housing market the only seg-

ment that is clearly contracting. After the rapid acceleration
in the state’s housing activity in recent years, the current
slowdown appears to be a return to more typical levels of
new home building and sales activity. Furthermore, cooling
housing market activity has yet to have a perceptible impact
on the rest of the economy. Employment growth in the state
was solid into the second quarter, including an increase in
construction employment. 

Overall payroll employment was constrained by job 
losses in the manufacturing and trade, transportation and
utilities sectors. Even so, overall employment grew 
1.0 percent, led by solid gains in professional and business
and education and health services.  Meanwhile, the unem-
ployment rate rose by 0.3 percent to 3.8 percent, though it
remains well below the national figure. The increase in the
unemployment rate is mostly due to the largest quarterly
increase in the state’s labor force since 1986.

District of Columbia

Growth in the District of Columbia slowed in the second
quarter, as employment growth was marginal and hous-

ing market activity slowed further. Payroll employment
expanded less quickly, though growth over the past year was
on par with the national pace. Real estate markets slowed as
well, with declines in housing permit issuance, home sales,
and the rate of price appreciation.  

Labor market growth slowed in the second quarter with
an anemic payroll growth rate of 0.2 percent. Job losses were
posted in the District of Columbia’s outsized professional
and business services sector. However, both total and pro-
fessional services employment growth remained healthy,
with growth rates of 1.6 percent and 2.8 percent, respective-
ly, compared to a year ago. Also notable was the decline in
labor force growth compared to both the previous quarter
and a year earlier. The 1.6 percent decline in the labor force
in the second quarter was accompanied by an increase in the
unemployment rate to 5.5 percent — 0.2 percent higher than
the first quarter. 

The investment environment brightened in the District
of Columbia. Venture capital investment into D.C. contin-
ued to post solid growth in the second quarter, following
strong growth in the first quarter. Second-quarter inflows
totaled $31.8 million, with nearly 16 percent of the funding
slated for Internet-related companies. Expansion-stage
firms were responsible for much of the midyear investment.

The District of Columbia’s real estate market displayed a
sharp deceleration in the second quarter. This was especial-
ly true of new residential permits, which had easily outpaced
year-ago levels in the first quarter. More than 1,300 permits
were issued in the first quarter, more than double the num-
ber a year earlier. By contrast, just 212 permits were issued in
the second quarter, leaving cumulative permit levels in 2006

STATE ECONOMIC CONDITIONS
B Y  M A T T H E W  M A R T I N
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MD Home Sales Growth vs House Price Growth
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DC Home Sales Growth vs House Price Growth

Home Sales House Price Index
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Most measures of business investment continue to sug-
gest underlying strength in the Maryland economy. Venture
capital inflows rebounded strongly in the second quarter.
Investment totaled $334 million, more than three times the
amount recorded in the first quarter. Firms in the expansion
stage received the most funding (49.6 percent), while start-
up firms received the bulk of the remainder (22.9 percent).

The housing market is one segment of the state economy
that is clearly slowing. New home construction has decreased
from the elevated pace of last year, and year-to-date permits
issued fell 14.0 percent through the end of the second 
quarter. Price growth slowed to 9.6 percent in the second
quarter, and though still robust by historical standards, is well
below the 20.6 percent rate seen in the last quarter of 2005.
Because of strong price appreciation in recent quarters, the
increase over the past year is still elevated at 16.2 percent,
though the 16.5 percent decline in home sales over the same
period may weigh on home prices in the future.

North Carolina

Momentum has been maintained in both the overall
North Carolina economy and in the state’s housing

market. Payroll employment growth in the state moderated
somewhat in the second quarter compared to the first, but
the rate still ranked among the highest in the District.  Most
measures of real estate activity increased in the second quar-
ter, including existing home sales and the growth rate of
home prices. 

Labor market indicators were generally positive in the
second quarter. Although the pace of job growth slowed half
a percentage point to 1.9 percent, it was the second-fastest
rate of increase among the District’s six jurisdictions. Job
growth accelerated among professional service establish-
ments, remained steady for financial services, and declined
among retailers. Manufacturing jobs declined at a 1.1 percent
annual rate, nearly matching the first quarter’s pace. Results
from the household survey were more upbeat, with stronger
growth in employment offset by equally stronger labor force
growth, leaving the quarterly average unemployment rate
unchanged compared to the first quarter.

Venture capital investment activity was also positive in
the second quarter. Nineteen North Carolina firms received
venture capital inflows in the second quarter, with invest-
ment totaling $150.5 million, up $32.3 million from a quarter
earlier. Of this total, more than half went to Internet-related
companies, with expansion- and later-stage firms garnering
the bulk of the funding.

The state’s housing market showed few indications of
slowing in the second quarter. Existing home sales were up 11
percent compared to a year earlier, though they were slightly

lower than in the first quarter. However, second-quarter
home prices were 9.3 percent ahead of a year ago and exhib-
ited growth above that of the first quarter. The number of
permits issued in the second quarter was the only housing
measure that fell short of last year’s. However, warmer
weather early in the year boosted the first-quarter figure; the
total number of permits issued so far this year is 6.4 percent
higher than the same period in 2005, providing little evidence
of a general slowing of housing markets in the state.

South Carolina

Economic conditions in South Carolina improved in the
second quarter, due in part to improvement in the

state’s manufacturing employment picture. Unemployment
in South Carolina is more than a full percentage point high-
er than the national rate, however, the state is still
recovering from manufacturing’s retrenchment over the last
few years and the recent upticks are encouraging. Although
signs of a modest cooling in parts of the state remain, exist-
ing home sales were higher in the second quarter than a year
earlier and annual home price growth was nearly on par with
recent quarters. 

Total payroll employment in the state increased at a 3.4
percent annual rate in the second quarter, a bit below the
first-quarter pace. The 3.2 percent gain in manufacturing
employment was the first quarterly increase for that sector
in two years and reflected better overall conditions in the
state’s manufacturing sector. The state’s labor force also
expanded at a 3.4 percent rate in the second quarter, driving
the state’s unemployment rate up 0.2 percent to 6.6 percent.

The investment environment improved in the second
quarter. Venture capital inflows to South Carolina firms were
flat in the second quarter, but this followed a solid $9.7 mil-
lion gain in the first quarter. The first-quarter gain marked
the largest quarterly investment recorded since late 2004
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and was more than triple the investment in 2005.
The housing market shows some signs of slowing across

the state, though the deceleration was not as prominent as
seen elsewhere across the District and the nation. Permit
issuance fell in the second quarter compared to a year earli-
er, though cumulative permits through July remained 2.9
percent higher than last year. Home price growth eased
slightly in the second quarter. However, South Carolina was
one of just two jurisdictions in the District where sales of
existing homes increased in the second quarter compared to
a year earlier. Sales were up 8.9 percent in the second quarter
compared to a year earlier, matching the year-over-year
change in prices for the same.

Virginia

Steady job growth and a decrease in housing activity were
the hallmarks of Virginia’s economy in the second quar-

ter. Persistent job creation, aided by significant construction
and government hiring, kept the Virginia economy on track
during the period though softness in housing markets
became more apparent. Despite the dip in housing con-
struction, strong construction payroll growth in commercial
construction activity more than offset slowing residential
construction employment.

Payroll employment increased at a modestly faster rate
in the second quarter, rising 0.4 percent to 1.5 percent.
About one-third of the jobs created were in the govern-
ment sector, while growth in the construction sector
continued as a pickup in commercial construction out-
weighed a slowdown in housing construction. By contrast,
job growth in professional and business services remained
well below 1 percent.  Manufacturing employment expand-
ed for the second quarter in a row and at a rate of a full
percentage point higher than the overall rate of increase for
payrolls. The unemployment rate inched 0.1 percent higher

in the second quarter despite an additional 19,000 jobs
reported in the household survey. The labor force expanded
by 24,000, however, surpassing 4 million for the first time
in the history of the survey.

Venture capital investment at Virginia firms totaled $88.4
million in the second quarter, outpacing the $56.2 million
inflow recorded in the first quarter. Of this, more than half
was slated for Internet-related companies, with expansion-
stage firms capturing the most funding and companies in the
startup and later stages receiving most of the remainder.

Most measures of housing activity continued to show
declines in the second quarter. Year-to-date housing permit
issuance fell 15.9 percent in the second quarter, the largest
decline among District states and considerably faster than
the 1.0 percent decline in the first quarter. Not surprisingly,
home price growth is slowing across the state, from last
year’s better than 25 percent pace at an annual rate to 8.3 per-
cent in the second quarter. Home sales fell 23.9 percent over
the period – the fastest rate of decline in the District – and
the slower pace of sales will likely weigh on future home
price appreciation.

West Virginia

Recent data indicate that the West Virginia economy
grew at a healthy pace during the first half of 2006.

Payroll employment in the state expanded at roughly the
same rate as the national economy, with mining and con-
struction job gains providing the bulk of the growth. A
sizeable increase in the state’s unemployment rate relative to
the first quarter was less troubling than it may appear, given
that it occurred on the heels of an outsized decline in the
unemployment rate in the first quarter. The state’s housing
market slowed in the second quarter, though by less than in
other District states.
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Payroll employment growth in West Virginia accelerated
from a standstill in the first quarter to 1.4 percent in the sec-
ond quarter, despite job losses in the manufacturing,
professional and business services and government sectors.
Mining, construction and leisure and hospitality employment
accounted for the majority of the quarterly job gains. The
state’s unemployment rate rose 0.7 percent to 4.6 percent,
though the increase reflected an unusually large jump in first
quarter household employment that was offset in the second
quarter. At 4.6 percent, the unemployment rate remains below
the 4.9 percent level recorded at the beginning of 2006, 
suggesting general improvement in the labor markets.

Business conditions in the state remain upbeat for the
most part, though venture capital funding remains elusive.
One West Virginia expansion-stage company in the e-com-
merce goods, services, and content industry received an
investment in the second quarter, totaling $0.5 million. 
The midyear inflow followed flat investment in the first
quarter of 2006 and outpaced year-ago activity when 
investment was flat.

Housing markets showed signs of slowing, despite a mod-
est rise in existing home sales in the second quarter.
However, comparisons to a year earlier were less favorable,
with sales down 13.3 percent. Softer sales over the past year
have contributed to a stall in existing home prices, which
rose just 0.6 percent at an annual rate in the second quarter,
limiting the pace of growth over the last year to 7.4 percent.
While this rate is higher that long-term averages for the
state, it remains substantially lower than the peak rate of
nearly 12 percent seen last year.

Andrea Holmes contributed to this article.

Correction: In the Summer 2006 issue, we stated that
Baltimore City posted a 3.9 percent jobless rate during 
the first quarter of 2006. That figure described Baltimore
County’s unemployment rate instead. Baltimore City’s
unemployment rate was 6.4 percent.

WV Home Sales Growth vs House Price Growth

SOURCES: House Price Index, Office of Federal Housing Enterprise Oversight/Haver Analytics.
Sales of Existing Homes, National Association of Realtors
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Much of the employment data that appear every quarter in this
magazine are seasonally adjusted. That means the figures have
been fine-tuned to account for events that follow a predictable
pattern year after year. Economists rely on seasonally adjusted
data to explain underlying strength or weakness in the economy
that might not otherwise be apparent. 

Seasonal patterns are a major factor in influencing short-term
swings in the data. Seasonality is particularly important when look-
ing at certain employment sectors. For example: Employment in
leisure and hospitality tends to increase sharply in the summer
months, then drops as we move into September. In North
Carolina, unadjusted figures show leisure and hospitality employ-
ment growing from about 341,000 workers in January to almost
380,000 in June. But a month-to-month comparison of these
unadjusted numbers isn’t particularly useful because they don’t
tell us anything about the fundamental strength of the activity, or
at what point a particular industry might be in the business cycle.

The Bureau of Labor Statistics takes the unadjusted 
numbers and plugs them into a model that aims to account for
the longer-term trend and expected seasonal fluctuations. In the
case of the leisure and hospitality sector, the seasonal adjust-
ment model predicts that employment rises in the summer
months. Then, it compares the expected change to the actual
change. The resulting seasonally adjusted data will show an
increase if the unadjusted numbers exceed the expected ones. So
while the April, May, and June 2006 trend in unadjusted leisure 
and hospitality employment in North Carolina looks sharply
positive, the seasonally adjusted trend looks much flatter — an
insight that the unadjusted figures wouldn’t provide.

Statistical agencies don’t adjust every dataset. This is why they
are not published for metropolitan area data, building permits,
and house prices. In viewing adjusted data, analysts hope to gain a
clearer picture of the business cycle and not get fooled by annual
events that won’t play a long-term role. — DOUG CAMPBELL

SOURCE: Bureau of Labor Statistics

Behind the Numbers: Seasonally Adjusted

Leisure and Hospitality Employment in North
Carolina, June 2005 – June 2006
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State Data, Q2:06
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DC MD NC SC VA WV

Nonfarm Employment (000) 691.1 2,582.1 3,980.0 1,905.1 3,724.2 753.8

Q/Q Percent Change 0.2 1.0 1.9 3.4 1.5 1.4

Y/Y Percent Change 1.6 1.2 2.1 2.7 1.8 1.0

Manufacturing Employment (000) 2.1 138.2 561.2 260.2 298.1 61.4

Q/Q Percent Change 13.5 -1.3 -1.2 3.2 3.3 -0.6

Y/Y Percent Change -3.0 -1.9 -1.0 -1.4 0.3 -1.3

Professional/Business Services Employment (000) 151.5 390.6 452.5 208.6 620.5 58.8

Q/Q Percent Change -1.6 2.1 2.0 14.8 0.5 -4.4

Y/Y Percent Change 2.8 1.9 2.8 2.9 3.1 0.2

Government Employment (000) 231.8 468.5 680.9 333.9 669.6 143.3

Q/Q Percent Change 0.6 0.7 4.0 0.4 3.0 -2.1

Y/Y Percent Change -0.8 1.1 2.7 2.3 1.1 -0.1

Civilian Labor Force (000) 292.3 2,992.3 4,397.9 2,121.2 4,001.1 815.0

Q/Q Percent Change -1.6 2.8 2.4 3.4 2.5 3.1

Y/Y Percent Change -1.3 2.1 1.9 2.5 1.8 2.1

Unemployment Rate (%) 5.5 3.8 4.5 6.6 3.1 4.6

Q1:06 5.3 3.5 4.5 6.4 3.0 3.9

Q2:05 6.6 4.2 5.3 6.6 3.5 4.9

Personal Income ($bil) 28.6 217.4 248.2 111.3 261.9 43.7

Q/Q Percent Change 2.1 2.5 1.7 2.2 2.3 2.7

Y/Y Percent Change 3.0 3.5 3.0 3.5 2.9 3.0

Building Permits 212 8,695 27,736 13,234 13,119 1,248

Q/Q Percent Change -99.9 264.9 19.7 -30.1 -18.5 -48.3

Y/Y Percent Change -76.7 -3.3 3.7 -5.8 -24.9 -19.2

House Price Index (1980=100) 634.9 522.1 321.5 305.0 460.3 227.0

Q/Q Percent Change 5.2 9.6 7.9 6.9 8.3 0.6

Y/Y Percent Change 15.9 16.2 9.3 8.9 14.2 7.4

Sales of Existing Housing Units (000) 10.8 116.2 230.4 122.5 144.0 35.7

Q/Q Percent Change -0.9 -8.0 -0.5 11.0 -6.8 1.7

Y/Y Percent Change -15.6 -16.5 11.0 9.0 -23.9 -13.3

NOTES:
Nonfarm Payroll Employment, thousands of jobs, seasonally adjusted (SA) except in MSA's; Bureau of Labor Statistics (BLS)/Haver Analytics, Manufacturing Employment, thousands of jobs, SA in all but DC and SC; BLS/Haver Analytics,
Professional/Business Services Employment, thousands of jobs, SA in all but SC; BLS/Haver Analytics, Government Employment, thousands of jobs, SA; BLS/Haver Analytics, Civilian Labor Force, thousands of persons, SA; BLS/Haver Analytics,
Unemployment Rate, percent, SA except in MSA's; BLS/Haver Analytics, Building Permits, number of permits, NSA; U.S. Census Bureau/Haver Analytics, Sales of Existing Housing Units, thousands of units, SA; National Association of Realtors®
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Metropolitan Area Data, Q2:06
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Washington, DC MSA Baltimore, MD MSA Charlotte, NC MSA

Nonfarm Employment (000) 2,993.5 1,305.5 808.7

Q/Q Percent Change 7.9 9.0 4.4

Y/Y Percent Change 2.5 1.5 2.1

Unemployment Rate (%) 3.0 4.0 4.5

Q1:06 3.0 4.0 4.7

Q2:05 3.5 4.4 5.2

Building Permits 7,739 2,268 6,760

Q/Q Percent Change -37.1 -17.1 46.2

Y/Y Percent Change -33.9 -13.9 16.5

Raleigh, NC MSA Charleston, SC MSA Columbia, SC MSA

Nonfarm Employment (000) 277.4 292.8 361.8

Q/Q Percent Change 4.7 10.4 3.0

Y/Y Percent Change 2.9 4.3 3.3

Unemployment Rate (%) 3.7 5.1 5.6

Q1:06 3.8 5.2 5.6

Q2:05 4.3 5.1 5.5

Building Permits 1,125 2,264 2,029

Q/Q Percent Change -17.1 -39.4 -5.3

Y/Y Percent Change -8.3 -11.5 -2.8

Norfolk, VA MSA Richmond, VA MSA Charleston, WV MSA

Nonfarm Employment (000) 779.9 626.0 151.1

Q/Q Percent Change 12.1 5.1 9.5

Y/Y Percent Change 1.7 1.2 1.3

Unemployment Rate (%) 3.5 3.2 4.4

Q1:06 3.7 3.4 4.6

Q2:05 4.1 3.7 5.0

Building Permits 1,951 2,447 87

Q/Q Percent Change -49.1 24.0 15.1

Y/Y Percent Change -23.8 0.4 -28.7

For more information, contact Matthew Martin at 704-358-2116 or e-mail Matthew.Martin@rich.frb.org.
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The penny is under attack. Soaring prices of metals
have pushed the cost of producing a penny above 1
cent. The U.S. Mint recently estimated that it could

soon cost as much as 1.23 cents to produce a penny. (Today’s
pennies are mostly made up of zinc; it hasn’t been since 1837
that they were pure copper.) Right now, the Mint says that it
makes a profit on the coins, which the Federal Reserve pays
face value for to distribute. But with escalating metal prices,
by some estimates the government could lose $20 million a
year on the production of pennies alone.

The inference in the popular media has been that pennies
are now a losing proposition for our nation. That may be, but
not necessarily for the reasons most often discussed in the
articles.

The “cost exceeds value” argument seems plausible at
first glance. After all, if it costs more to produce a good 
than the good can be sold for, no private individual or firm 
in their right mind would engage in
that business. But the penny situation
is different.

The penny is produced by the gov-
ernment, not the private market. The
United States mints pennies (and other
coin and currency) because it knows
that money makes the exchanging of
goods and services easier. This means
that we don’t have to go to the consid-
erable trouble of trading between
ourselves or bartering, for example,
freeing up a lot of time for work and
leisure. The more precisely that coins and currency allow us
to determine prices, the more effective is money in freeing
up our time. 

Consider if we had just $100 bills. Something worth far
less than $100 — a haircut, for example — would still
require some bartering to make up the difference. Or you
may decide to do without or overpay. In either case, the out-
come is more time-consuming, less satisfying, or more costly
than if $1 bills were available. 

The value of currency is not determined by its nominal
value alone. It also depends crucially on the transaction
costs that are saved by having a particular denomination.
Thus, the value of a penny is its role in allowing you to 
determine prices to the penny rather than, say, to the 
nearest nickel. If you were at a street corner with one gas 
station charging $2.52 a gallon and the other $2.55, where
would you fill up your tank? Now, if a single penny can be
used in thousands of transactions, the added value per 
transaction can be quite small, but the value of the penny 

relatively large. Taking this perspective, whether it costs a
little more than a penny to produce a penny may not be so
terribly important (though if there is a penny alternative
that is less costly, that would be a little better). 

This does not suggest that pennies play as important a
role in daily transactions as they always have, however. I see
pennies lying on the ground nearly every day. People simply
don’t place much value in picking them up. If they are like
me, they probably have more than enough lying around their
house anyway. In addition, pennies cause inefficiencies in
the form of lost time when people fumble for them at cash
registers.

On the other hand, it may be worth noting that the
penny remains the most widely used denomination in 
circulation. In fact, the government mints more pennies
than any other coin — 7.7 billion last year, compared with
about 3 billion quarters. Apparently, the demand endures.

The casual attitude toward pennies
probably reflects price inflation over
time. The prices of most goods and 
services are well above the 1 cent level
and few people probably care whether
most prices are calculated to the near-
est nickel. (Though they certainly
might notice if pennies were suddenly
pulled from circulation.) That is, when
prices rise, a penny represents a small-
er fraction of the price of a typical
good, so the gains from calculating
prices to the penny erode.

Thus, the popularity of the penny likely wanes not
because of its high cost of production but because of its
declining ability to make us much better off. Inflation has a
long history of making some coins (and even some larger
denominations) meaningless. After all, when was the last
time you saw a halfpenny?  (Hint: The Mint stopped mak-
ing them in 1857.) Another factor behind the penny’s
declining popularity is the increased use of electronic pay-
ment technology, which has made our life easier while
reducing demand for physical currency.

The bottom line is that the future of the penny may 
continue to be debated. But within limits, the cost of 
producing a penny (or a nickel or a quarter) shouldn’t be
the decisive factor in deciding the penny’s future. The real
key is how much time and effort it can save us relative to
the actual cost of production. RF

Raymond E. Owens is a research economist at the Federal
Reserve Bank of Richmond. 

B Y  R A Y M O N D  E .  O W E N S

A Penny’s Worth
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The value of currency

depends crucially on the

transaction costs that are

saved by having a 

particular denomination.
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Interview
We talk with Robert Fogel, economic 
historian and co-winner of the 1993 Nobel
Prize in economics. 

Economic History
Baltimore’s Roland Park Shopping Center
and Raleigh’s Cameron Village illustrate
how changes in retail reflected the 
suburbanization of the United States.  

Jargon Alert
What standard should be used when evalu-
ating policy changes? Many economists 
prefer “Pareto efficiency.” We’ll explain why.

Expensing Stock Options
Starting this year, publicly traded companies are required to
subtract the cost of employee stock options from profits. 
It’s something most firms have been reluctant to do because of
the potential negative effect on reported earnings.
Understanding the issue of expensing stock options involves
some accounting, but the most important questions concern
economics. For instance, there is some evidence that the 
market already accurately values employee stock options, so
why the controversy over counting them as an expense?

Unbanked Immigrants
About one in three immigrants don’t have bank accounts.
Meanwhile, more than half of all U.S. retail banking growth 
in the next 20 years is expected to come from the Hispanic 
market. We look at why so many Hispanic immigrants remain
outside of the banking system and what financial institutions
are doing about it.

Telecommuting
More firms are offering employees the option to work from
home, but telecommuters still comprise a small percentage of
the total U.S. work force. Why has adoption of telecommuting
not lived up to expectations? Our analysis finds that while
telecommuting offers significant potential benefits, there are
costs and other considerations that limit its value to only 
certain kinds of employers and employees.

Opting in for Retirement Plans
Traditional economic theory has difficulty explaining why many
employees don’t enroll in their companies’ 401(k) plans. But
“behavioral economics” may shed some light on this seemingly
irrational behavior — and why shifting the default from non-
enrollment to automatic enrollment could dramatically change
participation rates.

www.richmondfed.org

Visit us online:

NEXTISSUENEXTISSUE

The Winter 2007 issue will be 
published in January.

• To view each issue’s articles
and web-exclusive content

• To add your name to our
mailing list

• To request an e-mail alert of
our online issue posting

• To check out our online 
weekly update
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Economists at the Federal Reserve
Bank of Richmond conduct

research on a wide variety of monetary
and macroeconomic issues. Before 
that research makes its way into 
academic journals or our own publica-
tions, though, it is often posted on 
the Bank’s Web site so that other 
economists can have early access to 
the findings. Recent offerings from 
the Richmond Fed’s Working Papers
series include:

“Technology-Policy Interaction in Frictional Labor Markets”
Andreas Hornstein, Per Krusell, and Giovanni L. Violante, November 2006

“The Political Economy of Labor Subsidies”
Marina Azzimonti-Renzo, Eva de Francisco, and Per Krusell, October 2006 

“Technical Appendix for ‘Frictional Wage Dispersion in 
Search Models: A Quantitative Assessment’”
Andreas Hornstein, Per Krusell, and Giovanni L. Violante, September 2006

“Frictional Wage Dispersion in Search Models: 
A Quantitative Assessment”
Giovanni L. Violante, Per Krusell, and Andreas Hornstein, September 2006 

“Understanding How Employment Responds to Productivity
Shocks in a Model with Inventories”
Pierre-Daniel G. Sarte, Andreas Hornstein, and Yongsung Chang, August 2006

“The Lucas Critique and the Stability of Empirical Models”
Paolo Surico and Thomas A. Lubik, July 2006

“Home Production”
Andreas Hornstein and Yongsung Chang, June 2006 

“Nontraded Goods, Market Segmentation, and Exchange Rates”
Margarida Duarte and Michael Dotsey, May 2006 

“On the Aggregate and Distributional Implications of
Productivity Differences across Countries”
Diego Restuccia, R. Alton Gilbert, and Andrés Erosa, March 2006 

“Reputation and Career Concerns”
Leonardo Martinez, January 2006
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You can access these papers and more at: www.richmondfed.org/publications/economic_research/working_papers/
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