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Abstract

We study a multiperiod principal-agent problem with moral hazard in which effort is per-
sistent: the agent is required to exert effort only in the initial period of the contract, and this
effort determines the conditional distribution of output in the following periods. We provide
a characterization of the optimal dynamic compensation scheme. As in a static moral hazard
problem, consumption –regardless of time period– is ranked according to likelihood ratios of
output histories. As in most dynamic models with asymmetric information, the inverse of the
marginal utility of consumption satisfies the martingale property derived in Rogerson (1985).
Under the assumption of i.i.d. output we show that (i) incentives are concentrated in the later
periods of the contract, implying an increase of the variance of compensation over time; (ii) the
cost of implementing high effort decreases when there is an increase in either the duration or the
intensity of persistence (i.e., how long and how strongly effort affects the distribution of output,
respectively); and (iii) under infinite duration the cost gets arbitrarily close to that of the first
best.
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1 Introduction

There is a large literature on dynamic contracts that analyzes problems of repeated moral hazard.
In the canonical model, a risk neutral principal and a risk averse agent commit to a long term
contract in order to solve an incentive problem: each period, the unobservable effort of the agent
determines the probability distribution over the observable contemporaneous output. Current effort
choices affect only current output, i.e., effort does not have persistent effects in time. The solution
to this problem specifies the contingent consumption transfers that bring the agent to exert a
certain level of effort, every period, at a minimum cost. There is a wide array of applications of
these models in macroeconomics, industrial organization, or public finance. The lack of persistence
of effort is an important limitation in some of these applications.1 There is a reason for this gap
in the literature: it is considered a very difficult problem. This paper studies a special problem of
moral hazard with persistence that turns out to have an elementary solution, and still allows us to
learn about the implications of persistence. The key simplification is that the agent takes only one
action, at the beginning of the contract, with persistent effects. This model can be understood as
a complement to the recent literature on repeated moral hazard with persistence, since it isolates
a subset of the effects of persistence and studies the properties of optimal consumption paths.2

The model is as follows. The contract lasts for an exogenously specified number of periods. At
the beginning of the relationship, the principal offers a contract to the agent, specifying consumption
in each period contingent on a publicly observable history of output realizations. If the agent
accepts, they both commit to the contract. The distribution over the possible output histories is
determined by the agent’s choice of effort in the first period, which can take two values: low or high.
Every period, the agent consumes according to the contingent scheme specified in the contract, but
he does not exert any further effort. The agent has time separable, strictly concave utility with
discounting. The principal is risk neutral. For simplicity we assume the principal and the agent
have the same discount factor, and the agent is not allowed to save. The problem faced by the
principal is to design a contract that implements high effort at the lowest expected discounted cost.

This simple dynamic problem with persistence captures essential features of many important
long term relationships. One example is investment in human capital. A private firm may offer
wage profiles that encourage firm—specific human capital investment, or the government may want
to design the tax system in order to provide incentives for high human capital accumulation.3 Miller
(1999) originally used a variation of the model presented here to analyze a two period problem of
a car insurance contract in which agents can affect their probability of being in an accident by
exerting effort when learning how to drive. In another example, Jarque (2007) shows that repricing
CEO stock options may be optimal when the actions of CEOs affect the output of their firms for a

1Examples of these applications include problems of incomplete insurance due to asymmetric information (see,
for example, Atkeson (1991) and Phelan, 1995), CEO’s optimal compensation (Wang, 1997), optimal design of loans
for entrepreneurs (Albuquerque and Hopenhayn, 2004), or the study of optimal unemployment insurance programs
(Shavell and Weiss (1979) and Hopenhayn and Nicolini, 1997).

2See the next section for the related literature.
3See Grochulski and Piskorski (2006) for a recent contribution to the “new public finance” literature that explicitly

models schooling effort as an unobservable investment in human capital at the beginning of life, affecting future
productivity of the agents.
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number of periods. Her paper uses our model to describe a benchmark for the optimal compensation
scheme.

It stems from our analysis that, in spite of its dynamic structure, our moral hazard problem
with persistence formally reduces to a static moral hazard case. In the optimal compensation
scheme, all histories –regardless of time period– are ordered by likelihood ratios, and the assigned
consumption is a monotone function of this ratio. As in the static case (see Grossman and Hart,
1983), compensation will be monotone in the past realizations of output if and only if the likelihood
ratios satisfy some appropriately modified version of the Monotone Likelihood Ratio Property. Our
characterization of the optimal contract has implications for the dynamics of consumption. The
inverse of the marginal utility of consumption satisfies the martingale property derived in Rogerson
(1985). This implies that, as in most dynamic problems with asymmetric information, including
standard repeated moral hazard models, the agent would like to save if he were allowed to do so,
and the evolution of his expected consumption through time depends on the concavity or convexity
of the inverse of his marginal utility of consumption.

When realizations are i.i.d. over time, our model provides some stark predictions. The contract
takes a simple form: the current consumption of the agent depends only on consumption in the
previous period of the contract, the number of periods he has been in the contract already (his
tenure), and the current output realization. Longer histories contain more information, so the
dispersion of likelihood ratios and the variance of compensation increases over time.

We define two measures of effort persistence and we perform comparative static exercises. The
first measure is the duration of persistence. It is defined as the number of consecutive periods
in which effort affects the distribution of output; in any period after that, output contains no
information about effort. Increasing the duration of persistence decreases the cost of implementing
high effort. Using the closed form solution for the case in which the utility of the agent is given by
the square root of consumption, we show that an increase in duration not only decreases the average
variance of the per—period compensation, bringing the cost down, but in particular it decreases the
need to spread consumption in earlier periods. For any utility function that allows for unlimited
punishment, we show that for a contract that lasts for an infinite number of periods (with infinite
duration of persistence) the cost of implementing high effort is arbitrarily close to that of the First
Best. This result is explained by the fact that the variance of likelihood ratios goes to infinity with
time so, asymptotically, deviations can be statistically discriminated at no cost, in the spirit of
Mirrlees (1974).

The second measure with which we perform comparative statics is the intensity of persistence.
We modify the i.id. framework and allow the distribution over output to be a weighted sum of a
probability determined by effort and an exogenous one. For decreasing sequences of weights, the
effect of the initial action depreciates over time. Intensity ranks sequences of weights according to
vector dominance. We show that lower intensity of persistence implies a higher cost of the contract.
When the agent has square root utility, we can show that for lower intensity average variance of
compensation is higher, although the allocation of that increase in variability is not necessarily
concentrated in the initial periods of the contract, as it is with duration.
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1.1 Related Literature on Moral Hazard and Persistence

There are a few papers that tackle the problem of moral hazard and persistence in the context
of a repeated action model. In a repeated action model, persistence changes the problem in two
dimensions: it introduces a richer information structure and it complicates the incentive problem.
Information is richer because the principal observes more than one signal containing information
about the same past action. The incentive problem worsens because “joint” deviations of effort
may be profitable in the presence of persistence: when the effort of the agent today affects the
conditional distribution of output tomorrow, the agent can substitute effort across periods (for
example, accumulating it today in order to work less tomorrow). The changes along these two
dimensions complicate both the characterization and the numerical computation of the optimal
contract. The existing literature in repeated moral hazard with persistence includes some partial
characterizations. These results are derived under different proposals of assumptions aimed, mainly,
at simplifying the joint deviations problem. What follows is a short summary of that literature that
tries to highlight the way in which our model, with its different set of assumptions, complements
the existing results.

Fernandes and Phelan (2000) provided the first recursive treatment of agency problems with
effort persistence. In their paper, the current effort of the agent affects output in the current
period and in the following one. Their setup is characterized by three parameters: the number of
periods the effect of effort lasts, the number of possible effort levels, and the number of possible
outcome realizations. All three parameters are set to two and this makes their formulation and
their computational approach feasible. The optimal contract is found by checking, one by one, all
possible joint deviations of effort. The curse of dimensionality applies whenever any of the three
parameters is increased. Moreover, no results are given in their paper on the properties of the
optimal contract.

Mukoyama and Sahin (2005) show in a two period contract that, when the principal wants to
implement high effort every period and persistence is high, it may be optimal for the principal to
perfectly insure the agent in the first period. By restricting the number of possible efforts and the
length of the contract, they manage to find conditions on the conditional probabilities of output
such that only a limited number of joint deviations are relevant. Under those sets of parameters,
they prove the optimality of perfect insurance in the first period. In a related model, also with two
possible levels of effort but for a T−period model, Kwon (2006) assumes the probability distribution
over output is concave in the sum of past effort. This provides an equivalent characterization to
that in Mukoyama and Sahin (2005): the optimal contract exhibits perfect insurance until period
T −1, and a contingent increase in consumption in the last period of the contract. He identifies this
increase in consumption with a promotion and tests the model using wage and promotions data
from health insurance claim processors in a large U.S. insurance company.

Jarque (2005) assumes a continuum of effort choices, and imposes two simplifying assumptions
that allow for a complete characterization of the optimal contract. First, utility is linear in effort.
Second, the distribution of output depends on the sum of all past discounted effort. This simplifies
the problem of joint deviations by making the marginal disutility of effort independent of the
actual level of effort chosen each period, and its marginal benefit a function of a summary of all
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past histories of effort. Under these assumptions, the solution to the optimal contract can be found
using an auxiliary problem without persistence. This implies that consumption in the problem
with persistence exhibits the same properties as consumption in a repeated moral hazard problem
without persistence.

The assumptions in these four papers simplify the joint deviations problem, but at the same
time they impose restrictions on the information structure: they limit the amount and the structure
of information about current effort that is embedded in future realizations of output. The model
we propose in this paper complements the existing literature by exploring the implications of the
richest possible information structure under persistence. We maximize the information about past
effort contained in each output realization, since the conditional distribution of all future output is
determined by the initial effort. However, we completely eliminate the possibility of joint deviations,
and its interaction with the information structure, since the agent only exerts effort once.

The paper is organized as follows. The model is presented in the next section. A characterization
of the optimal contract is given for the general model in section 2. Results and numerical examples
for the i.i.d. case are discussed in section 4. In section 5 we present the comparative statics on the
duration of persistence, and section 6 includes the asymptotic result. In section 7 we present the
case of decreasing persistence. Section 8 concludes.

2 The Model

The relationship between the principal and the agent lasts for T periods, where T is finite.4 The
principal is risk neutral, and the agent has strictly concave utility of consumption u (c) . There
is the same finite set of possible outcomes each period, Yt = {yi}ni=1 , with yi < yi+1 for all
i = 1, . . . , n. Let Y t denote the set of histories of outcome realizations up to time t, with typical
element yt = {y1,y2, ..., yt} . This history of outcomes is assumed to be common knowledge. The
agent’s effort can take two possible values, e ∈ {eL, eH} .5 A contract prescribes an effort to the
agent at time 1, as well as a transfer ct from the principal to the agent for every period of the
contract, contingent on the history of outcomes up to t: ct : Y t → R+, for t = 1, 2, ..., T .6 Each
period, the probability of a given history of outcomes is conditional on the effort level chosen at
the beginning of the first period: Pr

¡
yt|e

¢
.With this specification, we allow the distribution of the

period outcome to change over time, including the possibility that realizations are not independent
across periods (i.e., persistent output). We assume Pr

¡
yt|e

¢
strictly positive for all possible histories

and for both levels of effort, and that there exists at least one t such that Pr
¡
yt|eH

¢
6= Pr

¡
yt|eL

¢
.

4The solution to the problem presented here is not well defined when T =∞. The case of infinite T is dealt with
in the last section of the paper, where an asymptotic approximation result is presented.

5As it becomes clear in the core of the paper, the results presented here generalize to the case of multiple effort levels
as do the results in a static moral hazard problem. That is, it may be that some of the levels are not implementable,
and for a continuum of efforts we would need to rely on the validity of the first order approach for our characterization
of the optimal contract to be complete.

6Even though unlimited punishments are needed for the asymptotic results of the paper, the restriction on con-
sumption is without loss of generality; we only need utility to be unbounded below.
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Both the agent and the principal discount cost and utility at the same rate β. The agent cannot
privately save. Commitment to the contract is assumed on both parts.

As in most principal—agent models, the objective of the principal is to choose the level of effort
and the contingent transfers that maximize her expected profit, i.e., the difference between the
expected stream of output and the contingent transfers to the agent. In the context of a static
moral hazard problem, Grossman and Hart (1983) showed in their seminal paper that this problem
can be solved in two steps. The same procedure applies in our dynamic setting: first, for any
possible effort level, choose the sequence of contingent transfers that implements that level of effort
in the cheapest way. The cost of implementing effort e in a T period contract is just the expected
discounted stream of consumption to be provided to the agent:

K (T, e) =
TX
t=1

X
yt

βt−1
©
c
¡
yt
¢ª
Pr
¡
yt|e

¢
.

Second, choose among the possible efforts the one that gives the biggest difference between expected
output and cost of implementation. Note that, as it is the case in static models, implementing the
lowest possible effort is trivial: it entails providing the agent with a constant wage each period
such that he gets as much utility from being in the contract as he could get working elsewhere.
Since the interesting problem is the one of implementing eH , we assume throughout the paper that
parameters are such that in the second step the principal always finds it profitable to implement
eH . We focus on the problem of minimizing the cost of implementing high effort and, to simplify
notation, we drop the dependence of total cost on the effort level: K (T ) = K (T, eH) . We also
assume unlimited resources on the part of the principal, so we do not need to carry his balances
throughout the contract. A contract is then simply stated as a sequence of contingent consumptions,©
c
¡
yt
¢ªT
t=1
.

The Participation Constraint (PC) states that the expected utility that the agent gets from a
given contract, contingent on his choice of effort, should be at least equal to the agent’s outside
utility, U :

U ≤
TX
t=1

X
yt

βt−1u
¡
c
¡
yt
¢¢
Pr
¡
yt|eH

¢
− eH , (PC)

where e denotes both the choice of effort and the disutility implied by it. As a benchmark, we
consider the case of effort being observable. The optimal contract in this case (sometimes referred
to as the First Best) is the solution to the following cost minimization problem:

min
{c(yt)}Tt=1

TX
t=1

X
yt

βt−1
©
c
¡
yt
¢ª
Pr
¡
yt|eH

¢
s.t. PC

It is easy to show that the First Best calls for perfect insurance of the agent: when effort is
observable, a constant wage minimizes the cost of delivering the outside utility level. The constant
wage c∗ in the First Best satisfies:
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U + eH =
1− βT

1− β
u (c∗) .

Later in the paper we use the cost of the first best scheme, K∗ (T ) ≡ 1−βT
1−β c

∗, as a benchmark for
evaluation of the severity of the incentive problem when effort is not observable.

Given the moral hazard problem due to the unobservability of effort, the standard Incentive
Compatibility (IC) condition further constrains the choice of the contract:

TX
t=1

X
yt

βt−1u
¡
c
¡
yt
¢¢
Pr
¡
yt|eH

¢
− eH

≥
TX
t=1

X
yt

βt−1u
¡
c
¡
yt
¢¢
Pr
¡
yt|eL

¢
− eL. (IC)

In words, the expected utility of the agent when choosing the high level of effort should be at least
as high as the one from choosing the low effort. In order to satisfy this constraint, the difference in
costs of effort should be compensated by assigning higher consumption to histories that are more
likely under high effort than under low effort. Formally, the optimal contract (often referred to as
the Second Best) is the solution to the following cost minimization problem:

min
{c(yt)}Tt=1

TX
t=1

X
yt

βt−1
©
c
¡
yt
¢ª
Pr
¡
yt|eH

¢
(CM)

s.t. PC and IC

3 Characterization of the Optimal Contract for a General Process
for Output

The optimal contract can be characterized by looking at the first order conditions of the cost
minimization problem in (CM). As in the static moral hazard case, an important term in these first
order conditions is the Likelihood Ratio. The Likelihood Ratio of a history yt, denoted as LR

¡
yt
¢
,

can be defined as the ratio of the probability of observing yt under a deviation, to the probability
under the recommended level of effort:

LR
¡
yt
¢
≡
Pr
¡
yt|eL

¢
Pr (yt|eH)

.

Proposition 1 The optimal sequence {cτ (yτ )}Tτ=1 of contingent consumption in the Second Best
contract is ranked according to the likelihood ratios of the histories of output realizations, i.e., for
any two histories yt and eyt0 of (possibly) different lengths t and t0,

c
¡
yt
¢
> c

³eyt0´⇔ LR
¡
yt
¢
< LR

³eyt0´
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Proof. Since utility is separable in consumption and effort, both the PC and the IC are binding.
From the FOCs,

c
¡
yt
¢
:

1

u0 (c (yt))
= λ+ μ

£
1− LR

¡
yt
¢¤

∀yt, (1)

where λ > 0 and μ > 0 are the multipliers associated with the PC and the IC respectively. Since
u0 (·) is decreasing, the result follows from the above set of equations.

We now argue that this characterization implies that, in spite of its dynamic structure, this
problem can be reduced to a standard static moral hazard case. This is true because the agent
chooses effort only once, at the beginning of the relationship. Incentives are smoothed over time,
but they are evaluated only once by the agent, at the moment of choosing his action. This means
that the principal is indifferent between minimizing the total cost of the contract or minimizing its
average discounted per period cost. The “averaged” problem looks as follows:

min
{c(yt)}Tt=1

1− β

1− βT

TX
t=1

X
yt

βt−1
©
c
¡
yt
¢ª
Pr
¡
yt|eH

¢

s.t.
1− β

1− βT
U ≤ 1− β

1− βT

⎧⎨⎩
TX
t=1

X
yt

βt−1
©
u
¡
c
¡
yt
¢¢ª

Pr
¡
yt|eH

¢⎫⎬⎭− 1− β

1− βT
eH

1− β

1− βT

⎧⎨⎩
TX
t=1

X
yt

βt−1
©
u
¡
c
¡
yt
¢¢ª

Pr
¡
yt|eH

¢⎫⎬⎭− 1− β

1− βT
eH

≥ 1− β

1− βT

⎧⎨⎩
TX
t=1

X
yt

βt−1
©
u
¡
c
¡
yt
¢¢ª

Pr
¡
yt|eL

¢⎫⎬⎭− 1− β

1− βT
eL

The one to one mapping between this averaged alternative specification of the dynamic problem
and a static cost minimization problem is as follows. In the averaged formulation, the original
probability of each history yt appears adjusted by the corresponding discount factor, βt−1, and
divided by the averaging term 1−βT

1−β . We can rename a history y
t of arbitrary length as hi ∈ HT ,

i = 1, . . . 2T , where HT ≡ ∪Tt=1Y t is the set of all possible histories in a T—period problem. History
yt corresponding to hi happens with “normalized” probability

P (hi) ≡
1− β

1− βT
βt−1 Pr

¡
yt|eH

¢
, (2)

or bP (hi) ≡ 1− β

1− βT
βt−1 Pr

¡
yt|eL

¢
. (3)

These normalized probabilities add up to one. Thus, we may think of the set HT as the set of
possible signals in a static problem. Notice that the utility levels U , eL and eH in the PC and
the IC are normalized as well to their per period value in the averaged problem, and that the
constraints are equivalent to the dynamic ones.
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With the averaged formulation of our problem in mind, we can now discuss the intuition for the
characterization result. The reason for the similarity with a static moral hazard characterization
becomes clear. The information structure for a standard static moral hazard case is given by
a set of states and probability distributions over these states, conditional on the actions. The
agent maximizes expected utility, which is a convex combination of the utility associated to each
state with the corresponding probabilities. Consider now the dynamic problem. The states in the
dynamic case are all histories in HT . Each hi ∈ HT happens with probability P (hi) under eH , and
with probability bP (hi) under eL. The expected discounted utility of any contingent consumption
plan reduces to a convex combination of the utilities in each of these states, with these adjusted
weights. Hence, in the dynamic problem the optimal compensation scheme is derived as in the static
moral hazard problem: all histories —regardless of time period— are ordered by likelihood ratios,
and the assigned consumption is a monotone function of this ratio. As in the static problem, the
contract tries to balance insurance and incentives. To achieve this optimally, punishments (lower
consumption levels) are assigned to histories of outcomes that are more likely under a deviation
than under the recommended effort, i.e., to those that have a high likelihood ratio.

From the simple characterization of the solution we can derive a number of properties of the
optimal contract. The first set refers to the relationship between output and compensation. The
second refers to intertemporal properties of compensation.

Output and compensation
Consumption in the optimal contract depends on the whole history of output realizations, and

it is, typically, a non linear function of total output. We now go on to identify necessary and
sufficient conditions for some form of monotonicity of consumption in output. Our results parallel
standard results in the static moral hazard literature.7 Throughout the paper, we use LR

¡
yt|yt−1

¢
to denote the likelihood ratio of an individual realization of output at time t, conditional on history
yt−1:

LR
¡
yt|yt−1

¢
=
Pr
¡
yt|eL, yt−1

¢
Pr (yt|eH , yt−1)

.

Definition 2 The Monotone Likelihood Ratio Property holds at the individual output
level in period t if, for any yt−1, the individual output likelihood ratio at t, LR

¡
yt|yt−1

¢
, decreases

monotonically with yt.

Corollary 3 For any given finite history yt−1, c
¡
yt−1, yi

¢
> c

¡
yt−1, yj

¢
, for all i > j, if and only

if the MLRP holds at the individual output level in period t.

In our dynamic setup, the MLRP for individual outcomes is satisfied by a large set of processes
for output. A natural example is the case of independently and identically distributed (i.i.d.)
output, which we study in depth in the next section. On the other hand, we can find examples
that violate MLRP at the individual output level, as when the probability of outcomes depends on

7See Grosman and Hart (83) for a complete treatment of a general case with multiple effort levels, and Holmstrom
(79) and Mirrlees (76) for the case of continuous effort under the assumption of the validity of the First Order
Approach.
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an exogenous parameter over which both the principal and the agent have some prior distribution,
which they update according to Bayes’ rule.8

We can think of a stronger restriction, which applies to a smaller set of stochastic processes and
assures a stronger form of monotonicity, based on ranking histories according to vector dominance.
A history yt = (y1, y2, . . . , yt) vector-dominates a history eyt = (ey1, ey2, . . . , eyt) if yτ ≥ eyτ for all
τ = 1, . . . , t, with strict inequality for at least one τ .

Definition 4 TheMonotone Likelihood Ratio Property holds at the history level in period
t if, for any two histories yt,and eyt such that yt vector-dominates eyt, the likelihood ratio of yt is
smaller than that of eyt, i.e. LR ¡yt¢ < LR ¡eyt¢ .
Corollary 5 For any two histories yt and eyt such that yt vector-dominates eyt, the optimal contract
implies c

¡
yt
¢
> c

¡eyt¢ if and only if the MLRP holds at the history level in period t.
Note that since the likelihood ratio of a history is the product of the likelihood ratios of the

individual outputs in the history, if MLRP holds at the individual outcome level for all periods
up to t, it also holds at the history level in period t. The MLRP at the history level rules out
stochastic processes in which the effect of effort on later periods depends on the history of outputs
in very different magnitudes for each of the two levels of effort, i.e., the informativeness of individual
outcomes about effort depends strongly on the past history of realizations, yet without violating
the MLRP at the individual output level. It is also possible to find stochastic processes that violate
both forms of monotonicity. An example such a process is one in which low effort implements
always the same probability over a good outcome, while under high effort the probability is higher
when last period’s output is low but it is lower for one period after a high output is observed.

In some settings it may be natural to compare histories based on their cumulative output. We
can construct a weaker monotonicity condition for histories based on this ranking:

Definition 6 The Monotone Likelihood Ratio Property holds at the cumulative output
level in period t if, for any two histories yt,and eyt such that Pt

τ=1 yτ >
Pt

τ=1 eyτ , the likelihood
ratio of yt is smaller than that of eyt, i.e. LR ¡yt¢ < LR ¡eyt¢ .
Corollary 7 For any two histories yt and eyt such that yt has higher cumulative output than eyt,
the optimal contract implies c

¡
yt
¢
> c

¡eyt¢ if and only if the MLRP holds at the cumulative output
level in period t.

Monotonicity on cumulative output is implied by monotonicity at the individual output level,
but is weaker than monotonicity at the history level. Although it is not an easy condition to satisfy
in general, it holds in the case of i.i.d. output that we study in the next section.

Intertemporal properties of optimal compensation
In spite of the parallel that we established with the solution to a static moral hazard problem,

our problem is one of dynamic provision of incentives. Some of the features that we observe in
8See Miller (1999) and Jarque (2007) for details of this example.
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dynamic asymmetric information models are present also in our problem with persistence. The
FOCs of the problem described in equation 1 can be combined to get the condition on the inverse
of the marginal utility derived by Rogerson (1985) in the context of a two period repeated moral
hazard problem:

1

u0 (c (yt))
=
X
yt+1

1

u0 (c (yt, yt+1))
Pr
¡
yt+1|eH , yt

¢
. (4)

This equality shows that our problem with persistence exhibits the standard dynamic trade—off
between incentives and consumption smoothing. As in Rogerson (1985), this property implies that
the agent, if allowed, would like to save part of his wage every period in order to smooth his
consumption over time. Other properties discussed by Rogerson are also true in this setup, as
indicated in the next proposition.

Proposition 8 In the Second Best contract, the expected consumption of the agent decreases with
time whenever 1

u0(·) is convex, increases if it is concave, and is constant whenever utility is loga-
rithmic. (Rogerson)

Proof. As in the dynamic moral hazard problem studied by Rogerson (1985), (4) holds. Take the
case of 1

u0(c) being concave. By Jensen’s inequality,

1

u0 (c (yt))
>

1

u0 (E [c (yt, yt+1)])

u0
¡
E
£
c
¡
yt, yt+1

¢¤¢
> u0

¡
c
¡
yt
¢¢
.

Since utility is concave,
c
¡
yt
¢
< E

£
c
¡
yt, yt+1

¢¤
.

A similar argument applies for the other two cases.

3.1 Application: Sorting Types

With a simple relabeling of terms, our model applies to adverse selection problems. In these situa-
tions, there is no unobservable effort to be exerted at the beginning of the contract. Instead, there
is asymmetry of information about the productivity of the agent, i.e. about the probability distri-
bution over output that he induces by working at the firm. The agent may be of high productivity,
θH , in which case the probability of a given outcome is determined by the conditional distribution
Pr (yt|θH) , or he may be of low productivity, θL, in which case output follows Pr (yt|θH) . Assume
that an agent with high productivity has an outside utility (an opportunity cost of working for the
principal) of eUH . The low productivity worker, instead, has an outside utility of eUL < eUH .

In order for the high ability workers to accept the contract, the following participation constraint
must hold: eUH ≤ TX

t=1

X
yt

βt−1u
¡
c
¡
yt
¢¢
Pr
¡
yt|θH

¢
.

11



Relabeling U + eH = eUH , this equation is equivalent to our original PC. If the contract offered by
the principal is to be accepted only by high productivity workers, the following sorting constraint
must hold: eUL ≥ TX

t=1

X
yt

βt−1u
¡
c
¡
yt
¢¢
Pr
¡
yt|θL

¢
.

Letting U + eL = eUL, we can rewrite the sorting constraint as
U ≥

TX
t=1

X
yt

βt−1u
¡
c
¡
yt
¢¢
Pr
¡
yt|θL

¢
− eL,

or, substituting U from the PC,

TX
t=1

X
yt

βt−1u
¡
c
¡
yt
¢¢
Pr
¡
yt|θH

¢
− eH ≥

TX
t=1

X
yt

βt−1u
¡
c
¡
yt
¢¢
Pr
¡
yt|θL

¢
− eL.

This last equation is equivalent to our original IC, which is reinterpreted here as a sorting constraint:
the difference in expected utilities under the two possible processes for output should be equal to
the difference in outside utilities. The optimal contract is signed in equilibrium only by high
productivity agents.

This extends the scope of our analysis, for example, to the design of wage profiles when firms
face potential workers who have private information about their own abilities.

4 Outcomes Independently and Identically Distributed

In this section, we study a particular specification of the probability distribution of outcomes: an
i.i.d. process. We have

Pr
¡
yt|e, yt−1

¢
= Pr (yt|e) ∀yt, t = 1, ..., T.

This assumption puts additional structure on the probability distribution of histories, and allows
for the optimal contract to be further characterized.

For the rest of the paper, we analyze the two outcomes case, Yt = {yL, yH} . To simplify notation,
let

Pr (yH |eH) = π

Pr (yH |eL) = bπ,
with π > bπ.

Note that

LR(yH) =
bπ
π
< 1 and LR(yL) =

1− bπ
1− π

> 1.

12



For any history yt, the length and the fraction of high realizations in of the history are a sufficient
statistic for the history’s probability. Denote the number of high realizations contained in a given
history as x

¡
yt
¢
. The likelihood ratio of the history can be written as

LR
¡
yt
¢
=

µbπ
π

¶x(yt)µ1− bπ
1− π

¶t−x(yt)
and the first order conditions of problem 1 for a history of length t read:

¡
c
¡
yt−1, yH

¢¢
:

1

u0 (c (yt−1, yH))
= λ+ μ

∙
1− LR

¡
yt−1

¢ bπ
π

¸
¡
c
¡
yt−1, yL

¢¢
:

1

u0 (c (yt−1, yL))
= λ+ μ

∙
1− LR

¡
yt−1

¢ 1− bπ
1− π

¸
∀yt−1.

We can easily see that in the two outcome setup the MLRP holds trivially at the individual
outcome level. Hence, we can simplify the general results on monotonicity of consumption given in
the previous section:

Corollary 9 Assume output can only take two values, {yL, yH} , and it is i.i.d. over time. Given
any history yt of any finite length t, c

¡
yt, yH

¢
> c

¡
yt, yL

¢
. In other words, the consumption of

the agent increases when a new high realization is observed. Moreover, for any two histories of the
same length yt and eyt, c ¡yt¢ ≥ c ¡eyt¢ if and only if x ¡yt¢ ≥ x ¡eyt¢ , regardless of the sequence in
which the realizations occurred in each of the histories.

The second part of the corollary can be rephrased as perfect substitutability of output realiza-
tions across time. This implies that the tuple

©
t, x

¡
yt
¢ª
contains all the information about history

yt that is used in the optimal contract. Faced with a current output realization yt following a given
history yt−1, we only need to know x

¡
yt−1

¢
to determine current consumption. Simply put, the

consumption received by the agent in the previous period, together with his tenure in the contract
are sufficient to determine his current consumption.

Under the i.i.d. assumption, we can study the evolution of the values of the likelihood ratios at
each period. We can translate this into formal properties of the support of the contract, that is,
the evolution of the possible values of consumption through time. Denote yt the history at t with
all high outcomes, that is, the history of length t that satisfies x

¡
yt
¢
= t. Similarly, yt denotes

the history with all low outcomes, with x
¡
yt
¢
= 0. The following simple proposition says that the

support of consumption values within a certain period increases with t.

Proposition 10 As t increases, c
¡
yt
¢
increases and c

¡
yt
¢
decreases. Hence, as t increases, dt =

c
¡
yt
¢
− c

¡
yt
¢
increases.

Proof. In the i.i.d. case, for a length t, the lowest likelihood ratio is that of the history with t high
realizations of output:

LR
¡
yt
¢
=
bπt
πt
.

13



For the highest, instead, it is

LR
³
y
t

´
=
(1− bπ)t
(1− π)t

.

Given that bππ < 1 and (1−bπ)
(1−π) > 1,

LR
¡
yt
¢
> LR

¡
yt+1

¢
,

LR
³
y
t

´
< LR

³
y
t+1

´
.

The result follows from the First Order Conditions.
We can as well characterize the distribution of the likelihood ratios over time and use its moments

to study stochastic properties of consumption over time in the optimal contract. To each history
yt corresponds a likelihood ratio LR

¡
yt
¢
. The probability of observing that particular likelihood

ratio is the probability of history yt. In equilibrium, under high effort choice,

Pr
¡
LR

¡
yt
¢
|eH
¢
= Pr

¡
yt|eH

¢
=

Ã
x
¡
yt
¢

t

!
πx(y

t) (1− π)1−x(y
t) ,

where

Ã
x

t

!
denotes the standard combinatorial function. We can calculate the expectation and

the variance of the likelihood ratios at each t. The expectation in equilibrium is constant over time,
and equal to one:

E
£
LR

¡
yt
¢
|eH
¤
=
X
yt

Pr
¡
yt|eH

¢ Pr ¡yt|eL¢
Pr (yt|eH)

=
X
yt

Pr
¡
yt|eL

¢
= 1 ∀t.

The variance of the likelihood ratios at time t can be written in terms of the expectation of the
likelihood ratio off the equilibrium path, E

£
LR

¡
yt
¢
|eL
¤
. Let bE be the expectation of the likelihood

ratio under low effort at t = 1:

bE ≡ E £LR ¡y1¢ |eL¤ = bπ bπ
π
+ (1− bπ) (1− bπ)

(1− π)
.

Any values of π and bπ that satisfy our initial assumption of π > bπ imply bE > 1. It is easy to check
that

E
£
LR

¡
yt
¢
|eL
¤
= bEt.

After some algebra, we get the following expression for the variance of the likelihood ratios under
high effort, which we denote by vt :

vt ≡ V ar
¡
LR

¡
yt
¢
|eH
¢
= bEt − 1.

Lemma 11 The variance of the likelihood ratios increases with t. The one—period increase in the
variance also increases with t.

14



Proof. Since bE > 1, the first part follows immediately from the expression for vt derived above.
For any two periods t and t+1, for t = 1, . . . , T − 1, the one—period increase in the variance equals

vt − vt−1 = bEt − 1− ³ bEt−1 − 1´
=

³ bE − 1´ bEt−1,
which increases with t.

As we have already mentioned for the case of more general processes for output, the inverse
of the marginal utility of consumption satisfies the martingale property. From the same first
order conditions of the problem (Eq.1), in the i.i.d. case, we can characterize the evolution of the
variance of the inverse of the marginal utility of consumption. Although this is not, in general, a
direct measure of the evolution of consumption, it is closely related to it, and provides us with a
measure of risk smoothing across periods in the optimal contract.

Proposition 12 The variance of 1
u0(c(yt)) increases with t. The one—period increase in the variance

also increases with t.

Proof. From the first order conditions in Eq. 1 we have that

E

µ
1

u0 (c (yt))
|eH
¶
= λ.

and

V ar

µ
1

u0 (c (yt))
|eH
¶
= μ2vt.

The result in the proposition follows from the previous lemma.
We postpone the discussion of this proposition to state two corollaries that rely on the same

intuition. The first one applies to the special case in which the agent has logarithmic utility.

Corollary 13 When the agent has u (c) = ln (c), the variance of c
¡
yt
¢
increases with t. The one—

period increase in this variance also increases with t.

Proof. It follows from the above proposition and u0 (c) = 1
c .

There is a second functional form for utility that provides an intuitive measure for the optimal
way of smoothing incentives over time: u (c) = 2

√
c, which corresponds to a CRRA utility function

with coefficient of risk aversion equal to 1
2 . For this specification, the inverse of the marginal utility

of a given level of consumption is proportional to the level of utility implied by the consumption.

Corollary 14 When the agent’s utility is given by u (c) = 2
√
c, the variance of u

¡
c
¡
yt
¢¢
increases

with t. The one—period increase in this variance also increases with t.

Proof. Since 1
u0(c) =

√
c, we have that

V ar
£
u
¡
c
¡
yt
¢¢
|eH
¤
= V ar

h
2
p
c (yt)|eH

i
= 4V ar

∙
1

u0 (c)
|eH
¸
.
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By Prop.12, we know that V ar
h

1
u0(c) |eH

i
increases with t. The second part of the corollary follows

in the same way.
As we discussed after stating Prop.1, the contract optimally places incentives in periods when

information is more precise. In the i.i.d. case, these correspond to the latter periods of the contract.
The higher precision of the information corresponds to a higher variance of the likelihood ratios.
This, in turn, implies higher variation in consumption in late periods. In other words, the optimal
contract provides higher insurance and less incentives in the initial periods, and decreases insurance
in favor of incentives later on, when punishments can be placed more efficiently in light of the richer
information.

1.a) u (c) = ln (c)

c∗= 9.9742
K(4)
K∗ = 1.32

λ= 13.14

μ= 18.31

E [ct]
E[ct]
c∗ σ2t

σt
E[ct]

dt
dt
ct

t = 1 13.14 1.32 15.97 0.30 8.72 0.8

t = 2 13.14 1.32 32.70 0.44 15.78 2.1

t = 3 13.14 1.32 50.23 0.54 21.91 5.3

t = 4 13.14 1.32 68.60 0.63 27.63 132.1

1.b) u (c) = 2
√
c

c∗= 1.3225
K(4)
K∗ = 1.14

λ= 1.15

μ= 1.23

E [ct]
E[ct]
c∗ σ2t

σt
E[ct]

dt
dt
ct

t = 1 1.40 1.05 0.47 0.49 1.49 1.6

t = 2 1.47 1.11 0.86 0.63 2.77 4.7

t = 3 1.55 1.17 1.17 0.70 3.78 12.9

t = 4 1.63 1.24 1.41 0.73 4.50 58.1

Table 1. Numerical examples

In Table 1 we report values for two examples, with the two functional forms of our corollaries,
as an illustration of the results.9 Both contracts last four periods and share all the parameters. In
the first column of each matrix we report expected consumption per period, and in the second the
normalized value we obtain when dividing it by the First Best period consumption. As predicted
by Prop.8, expected consumption is constant across periods for the logarithmic utility, while it
is increasing for the square root case (which has the inverse of the marginal utility concave in
consumption.) In the third column we report the variance of consumption, and in the fourth the
standard deviation of consumption divided by the expected consumption in the period so that
numbers are comparable across periods and utility specifications. As predicted in Corollary 13 and
paralleling the prediction about variance of utility in Corollary 14, both measures increase with
t. For the logarithmic case, for example, in the first period of the contract the scaled standard
deviation of consumption is 0.3. At the fourth period of the contract, the value increases to 0.63.

9Parameters of the example: T = 4, β = .95, U= 7.42, eH = 1.11, eL = 0, π = .3, bπ = .2.
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We observe the same trend for the square root utility. The last two columns report the difference
between the highest and the lowest consumption levels in a given period, dt, and the value of this
difference relative to the lowest consumption:

dt
ct
≡ ct − ct

ct
.

This normalization captures the fact that, since utility is concave, the same dt represents more
variation in utility when the levels of consumption are lower. Consistently with the result in
Prop. 10, dt increases with t. For the logarithmic case, in the first period the scaled difference of
consumption is less than one, and it increases to more than 132 by the fourth period. We observe
the same trend for the square root utility.

Due to the range of potential curvatures of the utility function, the increase over time in the
variance of the likelihood ratios does not always translate directly in a proportional change in the
variance of the optimal consumption, so a general result for the variance of consumption cannot be
stated. However, in all our numerical examples the general intuition about concentrating incentives
in the later periods appears robust to different specifications of utility.10

5 Changes in the Duration of Persistence

In this section, we consider T—period contracts in which the effect of effort on the probability
of observing high output dies out completely before the end of the contract. We introduce the
following terminology:

Definition 15 An outcome realization yt is informative whenever

Prt (yt|eH) 6= Prt (yt|eL) .

For informative outcomes, we maintain the i.i.d. assumption. To model changes in the duration
of persistence, we consider stochastic processes that are i.i.d. up to period τ ≥ 1, and for any t > τ

they satisfy:
Prt (yt|eH) = Prt (yt|eL) = π ∀yt ∈ Yt,

i.e., outcomes after period τ are not informative. When the effect of effort dies out the probability
of the individual period realizations is the same, π, independently of whether the agent chose high
or low effort at the beginning of the contract. We refer to τ as the duration of persistence.

We use the FOCs of the problem to derive the form of the optimal contract when τ < T . Letting
It = I (yt = yH) be an indicator function that takes value 1 when yt = yH , and zero otherwise, we
can write the following probabilities for histories corresponding to t > τ ,

Pr
¡
yt|eH

¢
=

τY
j=1

[πIt + (1− π) (1− It)]
tY

j=τ+1

[πIt + (1− π) (1− It)] ,

10We computed examples for CRRA utility with different degrees of risk aversion.
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while

Pr
¡
yt|eL

¢
=

τY
j=1

[bπIt + (1− bπ) (1− It)] tY
j=τ+1

[πIt + (1− π) (1− It)] .

From these history probabilities we construct the corresponding likelihood ratios, and we easily see
that they remain constant and equal to LR (yτ ) for any uninformative history following yτ :

LR
¡
yt
¢
≡

⎧⎪⎪⎨⎪⎪⎩
Pr(yt|eL)
Pr(yt|eH) for t ≤ τ

Pr(yτ |eL)
Pr(yτ |eH) for t > τ .

In other words, the likelihood ratio of individual realizations of output takes a constant value of
one after period τ :

LR (yt) ≡ 1 for t > τ .

Since, by the FOCs, the optimal contract ranks consumption according to likelihood ratios, con-
sumption is constant from τ until T. With these observations we are now ready to state the main
result of this section.

Since output is assumed to be i.i.d. up to τ , contracts with higher duration have a richer
information structure. This allows us to show, in the next proposition, that a longer duration of
persistence allows the implementation of high effort at a lower cost.

Proposition 16 The cost of a contract strictly decreases if the duration of persistence, τ , increases.

Proof. Denote by C1 =
©
c1
¡
yt
¢ªT
t=1

the optimal contract corresponding to a persistence of dura-
tion τ1. Consider a change in duration from τ1 to τ2, where τ2 > τ1. Denote the corresponding new
optimal contract as C2 =

©
c2
¡
yt
¢ªT
t=1
. First, note that C1 is feasible and incentive compatible un-

der τ2: both the PC and the IC of the problem under τ2 are satisfied by the C1 contract. However,
C1 does not satisfy the first order conditions of C2 for any strictly positive value of λ and μ : at
any t such that τ1 < t ≤ τ2 the FOC corresponding to τ2 implies a different consumption following
yL than following yH , for any yt−1, since LR

¡
yt−1, yL

¢
6= LR

¡
yt−1, yH

¢
for all yt−1. Contract C1,

however, implies a constant consumption for those histories, since outcomes in that period range
are not informative and hence LR

¡
yt−1, yL

¢
= LR

¡
yt−1, yH

¢
for all yt−1. Hence, although C1 is

feasible and incentive compatible under τ2, it is not the solution to the cost minimization problem
under τ2: this establishes that the total cost of C2 is strictly smaller than that of C1.

The intuition for this result hinges on the better quality of the signal structure of the problem
when the duration of persistence is longer. As already established by Holmström (1979), any
informative signal is valuable. Intuitively, when information quality increases incentives can be
given more efficiently, lowering the cost of the contract.

If the utility of the agent is u (c) = 2
√
c we can characterize analytically the solution for the

optimal contract. When doing comparative statics with respect to τ , we can show both the effect
of duration on cost and the implied changes in the variance of compensation of each individual
period. When duration increases, less variation is needed in the early periods, given that, with
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higher duration, more informative realizations are available in late periods, when punishments are
exercised with lower probability on the equilibrium path.

Let V arτ
£
u
¡
c
¡
yt
¢¢
|eH
¤
denote the variance of utility in period t when the contract is of

duration τ .

Proposition 17 If the agent’s utility is given by u = 2
√
c, an increase in the duration of the

contract from τ1 to τ2 > τ1 implies a lower cost of the contract, lower average variance of utility,
and lower variance of utility in any period t ≤ τ1, i.e.,

V ar2
£
u
¡
c
¡
yt
¢¢
|eH
¤
< V ar1

£
u
¡
c
¡
yt
¢¢
|eH
¤
∀t ≤ τ1 ⇔ τ2 > τ1.

Proof. Given a set of parameters e, U , π, bπ, τ and T, the explicit solutions for the multipliers,
using the FOCs and the constraints of the problem, are:

λ =
(U + eH)

2

1− β

1− βT

and

μ =
eH/2

v̄
,

where v̄ denotes the average across periods of the variances of the likelihood ratios:

v̄ ≡
PT
t=1 β

t−1vt
1−βT
1−β

.

The solution for consumption at each t is:

c
¡
yt
¢
=

"
λ+ μ

Ã
1−

Pr
¡
yt|eL

¢
Pr (yt|eH)

!#2
.

With this we can write expected consumption at each t as:

E [ct|eH ] = λ2 + μ2vt.

The average per period cost of the contract is then easily written as:

k (T ) =
1− βT

1− β

TX
t=1

βt−1E [ct|eH ]

= λ2 + μ2v̄

=
1

4

Ã∙
(U + e)

1− βT

1− β

¸2
+
e2

v̄

!
. (5)

Let subscript i denote variables corresponding to a contract of duration τ i. We have

vti =

( cEt − 1 for t ≤ τ ibEτ i − 1 for t > τ i.

19



Hence,

v̄i ≡
Pτ i
t=1 β

t−1
³cEt − 1´

1−βT
1−β

+ βτ i−1
1− βT

1− β

³ bEτ i − 1
´
.

Since τ1 < τ2, it follows that v̄1 < v̄2.This implies μ1 > μ2 and, by Eq. (5), k2 (T ) < k1 (T ) . This
confirms the general result of the previous proposition. For the second part of the proposition, we
can express variance of utility as a function of v̄ using the solution for μ :

V ari
£
u
¡
c
¡
yt
¢¢
|eH
¤
= e2H

vti
v̄2i
.

For every t ≤ τ1 we have vt1 = vt2; since v̄1 < v̄2, this makes the variance of utility lower under
duration τ2 for those periods.

The average variance of the likelihood ratios is a measure of informativeness of the stochastic
process, or information structure, that the principal is facing. With this particular curvature of the
utility function, for a given value of μ, consumption in a given period is a convex function of the
likelihood ratios. Moreover, an increase in the average variance of the likelihood ratios decreases
the value of μ, and leaves unchanged λ. Hence, an increase in the variance of the likelihood ratios
translates into cost savings.

τ = 1 E[ct]
c∗

σt
E[ct]

dt
ct

t = 1 2.73 1.30 19.10

t = 2 2.73 1.30 19.10

t = 3 2.73 1.30 19.10

t = 4 2.73 1.30 19.10

λ = 27.27 μ = 25.56

τ = 2 E[ct]
c∗

σt
E[ct]

dt
ct

t = 1 1.61 0.60 2.14

t = 2 1.61 0.85 14.46

t = 3 1.61 0.85 14.46

t = 4 1.61 0.85 14.46

λ = 16.05 μ = 43.9

τ = 3 E[ct]
c∗

σt
E[ct]

dt
ct

t = 1 1.40 0.40 1.18

t = 2 1.40 0.57 3.60

t = 3 1.40 0.71 22.73

t = 4 1.40 0.71 22.73

λ = 13.94 μ = 18.31

τ = 4 E[ct]
c∗

σt
E[ct]

dt
ct

t = 1 1.32 0.30 0.83

t = 2 1.32 0.44 2.10

t = 3 1.32 0.54 5.33

t = 4 1.32 0.63 132.1

λ = 13.14 μ = 18.31

Table 2. Effect of changes in τ on variability measures: numerical example with logarithmic utility

For logarithmic utility, we do not have closed form solutions that allow us to determine the
effect of varying τ on the variance of compensation in the optimal contract. Table 2 presents a
numerical example that illustrates this effect. Each matrix corresponds to a different duration τ ,
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going from τ = 1 to τ = T = 4. We set π = 0.5 and all other parameters are kept equal to
the values in the previous examples. In the first column of each matrix, we report the expected
consumption of a period proportional to that of the First Best; this per—period cost decreases with
duration, as predicted by Prop. 16. The two last columns present the two standardized measures of
variability of consumption presented in the previous section. Looking at the same column for each
of the matrices, we can observe the effect of increasing τ in the variability measures corresponding
to a given period t. For period one, for example, the normalized standard deviation of consumption,
σ1
E[c1]

, falls from 1.3 to 0.3 when comparing a τ = 1 contract with a τ = 4 contract, confirming the

pattern proved for the square root specification in Prop.17. The same pattern applies for d1
c1
: it

falls from 19.1 to 0.83.
Under each matrix in Table 2 we report the value of the multipliers for the corresponding τ .

Both multipliers decrease when τ increases. The sharper decrease corresponds to the multiplier of
the IC, μ. Although we only have a formal proof for u (c) =

√
c, all of our numerical examples

with CRRA utility, for different degrees of risk aversion, show the same negative relation between
μ and τ . This decrease in μ means that, as the duration of persistence increases, the IC is easier
to satisfy. The availability of better quality information is materialized in more extreme values of
the likelihood ratios. Rearranging the FOCs of the Second Best we have that for any two histories
yt and eyet of any length,

1

u0 (c (yt))
− 1

u0
³
c
³eyet´´ = μ

⎛⎝cPr
³eyet´

Pr
³eyet´ − Pr

¡
yt|eL

¢
Pr (yt|eH)

⎞⎠ .
The patterns for the variability of compensation we just described can be understood in terms
of a decrease in μ. For the logarithmic utility, in particular, this means that the difference in
consumption is proportional to the difference in the likelihood ratios; for the square root, it is the
difference in utility levels. The factor of proportionality between differences in likelihood ratios
and differences in compensation is μ. A lower multiplier for longer contracts delivers the general
decrease in variability, since the sensitivity of compensation to the likelihood ratios is smaller.

6 Asymptotic Optimal Contract

Assume, as in Section 3, that output is distributed i.i.d. and τ = T . If the principal and the agent
can commit to an infinite contractual relationship (T =∞) and utility is unbounded below (as in
the logarithmic case, for example) the cost of the contract under moral hazard can get arbitrarily
close to that of the First Best, i.e., under observable effort.

The First Best contract implies

c∗ = u−1 ((U + eH) (1− β))

and the First Best cost is
K∗ (∞) = 1

1− β
c∗.
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The Second Best is not well defined for an infinite number of periods. In this section, we present
an alternative feasible and incentive compatible contract, which we call the “one—step” contract.
This contract is not necessarily optimal, but it is a useful benchmark to study because we can get
an upper bound on its cost. This bound is, in turn, an upper bound on the cost of the Second
Best contract. In the next proposition we show that the upper bound on the cost of the “one—step”
contract can get arbitrarily close to the cost of the First Best when contracts last an infinite number
of periods.

A “one—step” contract is a tuple (c0, c, L) of two possible consumption levels c0 and c plus a
threshold L for the Likelihood Ratio. The contract is defined in the following way:

c(yt) =

(
c0 if LR

¡
yt
¢
< L

c if LR
¡
yt
¢
≥ L .

Proposition 18 Assume output is distributed i.i.d. and the agent has a utility function that satis-
fies limc→0 u (c) = −∞. For any β ∈ (0, 1] and any ε > 0, there exists a one—step contract (c0, c, L)
such that the principal can implement high effort at a cost K (∞) < K∗ (∞) + ε, where K∗ (∞) is
the cost when effort is observable.

Proof. Let δ and P satisfy the following two equations:

u (c0) = u0 = u (c
∗) + δ,

where c∗ is the level of consumption provided in the First Best, and

u (c) = u0 − P.

For a given L and for each possible date t, denote by At (L) the set including all histories of length
t such that their likelihood ratio is lower than the threshold L, so they are assigned a consumption
equal to c0. Denote by Act (L) the complement of that set; that is:

At (L) =
©
yt | LR

¡
yt
¢
≤ L

ª
and

Act (L) =
©
yt | LR

¡
yt
¢
> L

ª
∀t.

Define Ft (L) and bFt (L) as the total probability of observing a history in At (L) for high and low
effort, correspondingly:

Ft (L) =
X

yt∈At(L)
Pr
¡
yt|eH

¢
bFt (L) =

X
yt∈At(L)

Pr
¡
yt|eL

¢
.

Given this one—step contract, the expected utility of the agent from choosing high effort is

u0
1− β

− P
X
t

βt−1 (1− Ft (L))−
eH
1− β

.
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We can find the maximum c —or, equivalently, the minimum punishment P — that satisfies the IC:

−P
X
t

βt−1 (1− Ft (L))−
eH
1− β

= −P
X
t

βt−1
³
1− bFt (L)´− eL

1− β

so we can write
P (L) =

eH − eL
(1− β)

P
t β

t−1
³
Ft (L)− bFt (L)´ .

Now we can write the PC substituting P (L), which pins down u0 :

U + eH =
u0
1− β

− (eH − eL)
P
t β

t−1 (1− Ft (L))
(1− β)

P
t β

t−1
³
Ft (L)− bFt (L)´

Since u (c∗) = (U + eH) (1− β) and u0 = u (c∗) + δ,

δ (L) = (eH − eL)
P
t β

t−1 (1− Ft (L))P
t β

t−1
³
Ft (L)− bFt (L)´ . (6)

Consider the following upper bound for the cost of the two-step contract:

K (∞) < c0
1− β

=
u−1 (u (c∗) + δ (L))

1− β
.

The actual cost will be strictly lower than c0
1−β since, with probability (1− Ft (L)) > 0 the agent

receives c. The final step of the proof is to show that by increasing L we can decrease the cost of
the contract, since δ (L) is decreasing in L.When L increases,

P
t β

t−1 (1− Ft (L)) decreases. Both
Ft (L) and bFt (L) increase, but we have:

1− bFt (L)
1− Ft (L)

≥ L

1− bFt (L) ≥ L (1− Ft (L))
1− bFt (L)− (1− Ft (L)) ≥ L (1− Ft (L))− (1− Ft (L))

Ft (L)− bFt (L) ≥ (1− Ft (L)) (L− 1) .

This implies X
t

βt−1
³
Ft (L)− bFt (L)´ ≥ (L− 1)X

t

βt−1 (1− Ft (L)) .

Substituting this inequality in expression (6),

δ (L) <
1

L− 1 (eH − eL) .

We have that δ (L) is decreasing in L as long as
P
t β

t−1
³
Ft (L)− bFt (L)´ > 0 for L. From the

above inequalities, this will hold whenever 1 − bFt (L) > 0 for some t. For the discrete case, this
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holds if there exists a path yt such that L
¡
yt
¢
> L, which is guaranteed in the i.i.d. case. 11 Hence,

for any ε > 0 we can find an L low enough so that K (∞) < K∗ (∞) + ε .

When we increase L, the P (L) (i.e., the decrease in utility) that needs to be imposed so the
contract is incentive compatible increases. However, increasing L also shrinks the sets Act (L) of
histories that have the punishment attached: the probability of those histories in equilibrium,P
t β

t (1− Ft (L)) , decreases with an increase in L. In the last step of the proof we show that,
when we increase L, the decrease in

P
t β

t (1− Ft (L)) is bigger than the corresponding increase
needed in P , so the expected punishment decreases, allowing us to decrease δ. This is true because
the term P

t β
t−1 (1− Ft (L))P

t β
t−1
³
Ft (L)− bFt (L)´

is decreasing in L. This term is the inverse of the increase in the proportional probability of receiving
a punishment if the agent were to change from high to low effort, which increases with L under
our assumptions about the stochastic process for output. The intuition for this result parallels that
of Mirrlees (74); in his paper, the richness of information is due to having infinitely many agents,
while here we have infinitely many periods.

It should be noticed that for this result to hold the principal must have unlimited punishment
power; i.e., the utility of the agent can be made as low as needed. Also, it is derived under the
assumption of extreme persistence of effort, since output was assumed to be i.i.d. and the duration
τ = T = ∞. This is in fact what allows the quality of the information to keep growing and reach
levels that permit tailoring punishments so that they are almost surely not exercised in equilibrium.

7 Changes in the Intensity of Persistence

The i.i.d. assumption allows us to characterize the optimal contract in interesting ways, but it
implies a very strong concept of effort persistence. In this section, we propose a modified stochastic
structure that still preserves the tractability of the solution, but relaxes the assumption of “perfect”
persistence.

The effect of effort on the probability distribution of output may now decrease as time passes.
We make the probability of observing yH a convex combination of the effort—determined probability,
π or bπ, and an exogenously determined probability (i.e., independent of the agent’s effort choice),
denoted by π:

pt (yH |eH) = αtπ + (1− αt)π

pt (yH |eL) = αtbπ + (1− αt)π.

The sequence of weights, {αt}Tt=1 with 0 ≤ αt ≤ 1 for every t, with αt > 0 for at least one
t, represents the intensity of the persistence of effort at t: αt = 1 for all t corresponds to the
11This proof would go through for a more general assumption about the output stochastic process, as long as this

condition is met. If the condition were not met, the maximum value of the Likelihood Ratio over all possible histories
would determine the lower bound on ε.
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i.i.d. case of perfect persistence, while αt = 0 for all t would imply that effort does not affect
the distribution of output. We refer to {αt} as a persistence sequence. Whenever the persistence
sequence is decreasing, the effect of effort decreases over time. The implications of the duration of
persistence described in section 5 still hold as long as αt > 0 for all t ≤ τ , i.e., as long as there is
some information contained in realizations, the principal is better off when duration is longer.

To each persistence sequence {αt} correspond two sequences of probabilities over outcomes
{pt (yt|eH)} and {pt (yt|eL)} . Using these probabilities, we can construct the corresponding prob-
abilities over histories in the usual way. It is convenient for the analysis that follows to normalize
probabilities over histories as in Eq. 2. This way, our problem can be interpreted as a static one,
and each history of any possible length can be treated just as one of the possible signals hi, with
i = 1, . . . , 2T , in our (static) normalized problem. The normalized probability of signal hi = yt is:

P (hi) =
1− β

1− βT
βt−1 Prt

¡
yt|eH

¢
=
1− β

1− βT
βt−1

tY
j=1

pt (yt|eH) ,

and bP (hi) correspondingly for low effort.
Lowering persistence worsens the quality of information available. In the results that follow, we

show that a decrease in the intensity of persistence increases the cost of implementing high effort.
The main argument behind the results is similar to that in Prop. 13 in Grossman and Hart (83).
We follow them in defining information systems.

Definition 19 The information system defined by
³
π, bπ,π, {αt}Tt=1´ is described as the pair of

vectors P (for high effort) and bP (for low effort) containing the normalized probabilities of all
possible histories under the corresponding effort choice.

To prove our main proposition, we show that any information system corresponding to higher
intensity of persistence is sufficient, in the sense of Blackwell, for another system corresponding to
lower intensity of persistence; i.e., we can find a stochastic matrix R (i.e., a matrix with all entries
between zero and one, and with each of its columns summing up to one) such that any vector in
the lower persistence system can be written as the corresponding vector in the higher persistence
system times the matrix R.12 In doing so, it is useful to first establish the following lemma:

Lemma 20 Consider any two sequences of individual outcome probabilities {pt (yt)} ,
©
p0t (yt)

ª
(all

strictly positive,) where

p0t (yt) = γtpt (yt) + (1− γt) qt (yt) , for 0 ≤ γt ≤ 1

and {qt (yt)} is some strictly positive probability sequence. Let P0
¡
yt
¢
and P

¡
yt
¢
be the corre-

sponding probability distributions over histories for these two processes, respectively. We can find
a stochastic matrix R such that P 0 = RP .
12See Blackwell and Girshick (54).
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Proof. The probability of a history yt corresponding to individual outcome probabilities
©
p0t (yt)

ª
is:

P 0
¡
yt
¢
= Πj

£
γjpj (yj) + (1− γj)qj(yj)

¤
.

A typical element in the expansion of this product has the form:

γθΠj∈θpj (yj) (7)

where γθ is some coefficient that varies with the subset θ of terms considered, and θ ∈
³St

j=1 2
j
´
∪∅

(i.e., all possible combinations of individual outcome probabilities in groups of size 1 to t). The
constant term corresponds to θ = ∅. Note that the individual probability terms that appear in Eq.
(7), pj (yj) , can be expressed as the sum of the probability of all length t histories that coincide on
this subset of realizations {yj |j ∈ θ} . Hence, each term multiplying γθ can be expressed as a linear
combination of probabilities P

¡
yt
¢
, as can the constant term as well. It follows that the vector

P 0 containing all history probabilities P 0
¡
yt
¢
is also a linear combination of the vector P of all

history probabilities defined by P
¡
yt
¢
. Together, the coefficients {γθ} define a matrix R. Denote

the entries of this matrix as rij . Since all histories have positive probability in every period, the sum

of the elements of both P and P 0 is equal to T, and thus
P2T

i=1 rij = 1. Hence, R is a stochastic
matrix such that P0 = RP.

In this context, the problem for the principal is completely described by the tuple of outside
utility, effort disutility and primitives of the information system:

³
U, e,π, bπ,π, {αt}Tt=1´. As in

Grossman and Hart (83), sufficiency of one system for another in the sense of Blackwell implies a
particular ranking of costs, as stated in the following proposition.13

Proposition 21 Consider two problems
³
U, e,π, bπ,π, {αt}Tt=1´ and ³U, e,π, bπ,π, {α0t}Tt=1´ , where

αt ≥ α0t for all t, with at least one strict inequality. The cost of the contract is strictly lower for the
problem with the higher persistence sequence, {αt}Tt=1 .

Proof. Consider the two information systems corresponding to the two normalized problems. In
the previous lemma, let pt (yt) denote the probabilities defined by the {αt} sequence:

pt (yt) = αtπ + (1− αt)π,

and p0t (yt) denote the probabilities defined by {α0t}
T
t=1 :

p0t (yt) = α0tπ +
¡
1− α0t

¢
π.

Let {qt (yt)} = π for all t in both cases. Let P and P 0 be the vectors containing the normalized
probabilities (under high effort) of all possible histories hi, with i = 1, . . . , 2T . The typical element
in these vectors, for hi = yt, is

P (hi) =
1− β

1− βT
βt−1P

¡
yt|eH

¢
,

13Kim (95) provides a sufficient condition to rank incentive problems which is weaker than Blackwell sufficiency.
He looks at the distribution function of the likelihood ratios of different problems, and shows that if one distribution
is a Mean Preserving Spread of another, then in the first case effort is less costly to implement.
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and

P 0 (hi) =
1− β

1− βT
βt−1P 0

¡
yt|eH

¢
,

correspondingly. With γt = α0t/αt, the previous lemma applies: ∃R such that P 0 = RP . The
lemma can be applied also for the probabilities that are constructed for each α sequence under the
assumption of low effort: bpt (yt) = αtbπ + (1− αt)π,bp0t (yt) = α0tbπ + ¡1− α0t

¢
π,

with vectors of history probabilities bP and bP 0. Moreover, the matrix R that satisfies bP 0 = R bP is
the same as the one in P 0 = RP . We conclude that the first information structure is sufficient
for the second. Denote by C =

©
c1
¡
yt
¢ªT
t=1

the optimal contract corresponding to persistence
sequence {αt} , and C 0 the contract corresponding to {α0t} . Following the proof of Grossman and
Hart (83), Prop. 13, we first show that C 0 can be replicated under the {αt} information system.
After observing realization yt = hi, the principal performs a randomization across all 2T possible
histories with the probabilities determined by the ith column of matrix R. It follows that a payment
c0 (hi) is provided to the agent with probability

2TX
j=1

rjipi = P
0 (hi) .

By construction, C 0 satisfies the PC and the IC of the agent. This establishes that the cost of the
optimal contract under the {αt} system is never greater than that under the {α0t} system.

Since there exists at least one t such that α0t < αt, the R matrix is not equal to the unit diagonal
matrix (i.e., some randomizing is needed to replicate C 0 in the above proposed scheme.) Since the
agent has strictly concave utility, this implies that the principal can implement high effort at a
lower cost by offering a payment at each yt that provides the agent with the same expected utility
as the randomization in R, without uncertainty. Hence, the cost of the optimal contract under the
{αt} information system must be strictly lower.

As a way of illustration, we can prove the above result for the case of u (c) = 2
√
c using the

closed form solution. In this case we can also derive implications for variability of compensation:
we can determine how each individual vt depends on the difference (αt − α0t) , and we know that
the variance of the inverse of the marginal utility of consumption at time t is inversely proportional
to the variance of the likelihood ratios, vt. We can establish the following result:

Proposition 22 Assume the agent’s utility is given by u (c) = 2
√
c. Consider two possible persis-

tence sequences (α1, ...,αT ) and (α01, ...,α
0
T ) where αt ≥ α0t for all t, with strict inequality for at

least one t. The average variance of utility and the cost of the contract are strictly lower for the
problem with higher persistence, (α1, ...,αT ) .

Proof. For a given persistence sequence, we have

E
£
LR

¡
yt
¢
|eH
¤
= 1 ∀t
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and

E
£
LR

¡
yt
¢
|eL
¤
≡

tY
τ=1

bEτ ,

where bEt ≡ E [LR (yt) |eL] = Prt (yH |eL)2 +Prt (yH |eH)− 2Prt (yH |eL) Prt (yH |eH)
Prt (yH |eH) (1− Prt (yH |eH))

is the expectation of the likelihood ratio of an individual output in period t, when effort is low.
Note that bEt − 1 = [Prt (yH |eH)− Prt (yH |eL)]2

Prt (yH |eH) (1− Prt (yH |eH))
,

so it is easy to see that bEt is increasing in Prt (yH |eH)− Prt (yH |eL) for all t. The variance of the
likelihood ratios at any t is

vt = E
£
LR

¡
yt
¢
|eL
¤
− 1

=
tY

τ=1

bEτ − 1,

which is also increasing in any of the Prt (yH |eH)−Prt (yH |eL) .When comparing the two persistence
sequences, we can write

Prt (yH |eH)− Prt (yH |eL) = αt (π − bπ)
and, for the second sequence,

Pr0t (yH |eH)− Pr0t (yH |eL) = α0t (π − bπ)
Since αt ≥ α0t , it follows that vt ≥ v0t for all t, with strict inequality for at least one t, so the average
variance of the Likelihood Ratios corresponding to the first sequence is strictly higher:

v̄ > v̄0.

As shown in the proof of Prop. 17, Eq. (5), a higher average variance of the likelihood ratios results
in lower cost. The expression for average variance of utility is

1− β

1− βT
V ari

£
u
¡
c
¡
yt
¢¢
|eH
¤
=
1− β

1− βT
e2H
vti
v̄2
=
e2H
v̄
,

which is clearly decreasing in v̄i.
A smaller αt represents a more severe incentive problem. The distributions of output under

high and low effort are more difficult to discriminate statistically under the α0 sequence, even as
we get to later periods of the contract. There is less benefit in waiting to provide incentives, so the
spread of consumption may be more even across periods. The higher average variance of utility
is due to the higher value of μ in the contract with less intensity of persistence, which dominates
over the relatively lower variance of the likelihood in this contract. The effect on individual period
variance of compensation is not determined, since each vt varies with its corresponding αt.
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We now present some numerical examples for logarithmic utility that allow us to discuss more
explicitly how decreasing the intensity of persistence influences the optimal contract. Similar results
to those of the square root specification hold in our examples. For these exercises, we choose to
have αt decrease exponentially:

αt = αt ∀t.

Fixing T = 4, we describe changes in the optimal contracts for the example of Table 1 under two
different levels of persistence. Table 3 contains two matrices: the first one reproduces the results
in Table 1 for the logarithmic utility, corresponding to the case of α = 1. The second one presents
the results for lower intensity of persistence, with α = 0.9 and π = 0.5 (all other parameters are
kept equal.)

α = 1
E[ct]
c∗

σt
E[ct]

dt
ct

t = 1 1.32 0.30 0.83

t = 2 1.32 0.44 2.10

t = 3 1.32 0.54 5.33

t = 4 1.32 0.63 132.1

λ = 13.14 μ = 18.31

α = .9
E[ct]
c∗

σt
E[ct]

dt
ct

t = 1 1.48 0.34 1

t = 2 1.48 0.46 2.5

t = 3 1.48 0.54 6.70

t = 4 1.48 0.60 4097

λ = 14.75 μ = 26.26

Table 3. Changes in persistence of effort: effect on variability of

consumption

When α is lower, the effect on the cost of the contract parallels that of a decrease in τ . The
expected consumption increases when α decreases (it goes from the original 1.3 of the First Best
cost when α = 1 to 1.48 of the First Best when α = .9), reflecting the increase in the risk premium
due to the higher average variability. The effect on the variability of consumption in each period,
as mentioned above, depends on the combination of two factors: the increase in μ (it goes from
18.31 to 26.26) and the change in the variance of the likelihood ratios at every period. Looking at
the scaled standard deviation, we can see that for periods one to three the increase in the multiplier
dominates and σt

E[ct]
increases or stays the same. We can see, however, that σ4

E[c4]
is lower for α = .9,

implying a significant drop in the variance of the likelihood ratios in period four. This is consistent
with the faster decrease in informativeness of the fourth period when α is lower. The value of dtct
increases in every period, including the last, since this measure does not take into account changes
in the distribution over consumption values.

8 Conclusions

We study a simple representation of a moral hazard problem with persistence in which only one
effort is taken by the agent at the beginning of the contract. This effort determines the probability
distribution of outcomes in all the periods to come. In principle, the implications of our model
apply to a large class of environments. For example: the design of compensation in firms where
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an initial investment in human capital is needed, or when sorting of high skilled workers is to
be done at the time of hiring; the design of a tax scheme or an unemployment program that
would provide incentives for acquiring skills early in the lifetime of agents; or the design of optimal
compensation for CEOs and hiring committees of sports clubs, editorial and record companies. The
optimal contract derived in this paper suggests that, whenever commitment to long term contracts
is available, the efficient provision of incentives calls for an increase in the variability of consumption
over time. Moreover, it suggests that the stronger the importance for production of the unobserved
effort (or the unobserved skills or unobserved investment in human capital), the bigger the efficiency
gains from postponing incentives, and the higher the level of insurance provided to the agent in
early periods (or the lower the variance of compensation within cohorts of agents).

Our model is a partial approximation to the problem of compensation design in those complex
environments. In its simplicity, it abstracts from many important elements that may change the
form of the optimal contract. In particular, in most of the examples the agents may be able, or
required, to exert further unobservable efforts during the whole relationship with their employers –
efforts that may or may not be persistent. Combining a repeated effort incentive problem with the
persistence framework presented here is a natural next step towards understanding the importance
of persistence in many relevant contracting environments.
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