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Abstract

Although the dynamic agency theory predicts that the threat of termination should be an

important incentive device mitigating moral hazard, empirical studies have not confirmed

this prediction. Motivated by this discrepancy, we re-examine conditions under which

termination is a part of an optimal long-term contract in the canonical dynamic moral

hazard model of Sannikov (2008). We find that termination after poor performance is

optimal only if incentives are lumpy and the agent has no outside options. When we

relax either one of these arguably restrictive assumptions, we find that termination after

poor performance is no longer a part of an optimal contract. In particular, termination is

dominated by a temporary suspension of effort, which leads to reflective dynamics of the

optimal contract.
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1 Introduction

Starting with Jensen and Murphy (1990), the empirical literature on executive compensation,

surveyed in Edmans and Gabaix (2016) and Edmans et al. (2017), finds that the threat of

termination is not a significant source of managerial incentives.1 This finding appears incon-

sistent with implications of formal agency models, e.g., DeMarzo and Sannikov (2006) and

∗The authors would like to thank Sebastian Di Tella, Huberto Ennis, Boyan Jovanovic, Tuomas Laiho,

Christopher Phelan, David Rahman, Yuliy Sannikov, Martin Szydlowski, Juuso Välimäki, Jan Werner, Russell

Wong, and John Zhu for their helpful comments, and Jackson Evert for excellent research assistance. An earlier

version of this paper was circulated as “Optimal contracts with reflection.” The views expressed herein are

those of the authors and not necessarily those of the Federal Reserve Bank of Richmond or the Federal Reserve

System.
†Federal Reserve Bank of Richmond, borys.grochulski@rich.frb.org.
‡Texas A&M University, zhangeager@tamu.edu.
1In particular, this literature estimates that CEO incentives induced by the performance-sensitivity of com-

pensation are equivalent to a 0.34 percent equity stake for an average S&P 500 company (larger for smaller

firms), while incentives from expected dismissals are equivalent to an equity stake of only 0.03 percent.

1

Working Paper No. 16-14R



Sannikov (2008), where termination is an important feature of the optimal contract mitigating

managerial moral hazard. Motivated by this discrepancy, in this paper, we re-examine condi-

tions under which terminating a dynamic agency relationship is an optimal response to poor

performance. We find these conditions to be restrictive. More generally, reflective dynamics

dominate termination.

The canonical continuous-time moral hazard model of Sannikov (2008) provides a simple in-

tuition for why an optimal long-term contract should terminate after sufficiently poor perfor-

mance. To elicit effort from the agent, the total value promised to her in the continuation

of the contract must be exposed to performance risk. In particular, the agent’s continuation

value must decline whenever her performance is poor. However, the agent’s outside options,

or her minimax payoff within the contract, impose a lower bound on her continuation value.

When performance has been sufficiently poor to push the agent’s continuation value down to

the lower bound, the continuation value cannot decline any further. At this point, the agent

can no longer be exposed to incentives, so no further effort can be elicited from her. The

relationship, thus, becomes permanently unproductive, which makes termination at the lower

bound optimal.2

Our analysis shows that this intuition is correct only in a special case: the baseline model of

Sannikov (2008). More generally, the optimal contract will reflect off the lower bound and

continue without termination. The reflection can be slow, meaning the contract spends a

positive total amount of time at the lower bound, or fast, meaning the contract spends zero

time there. In another case, the contract will not reach the lower bound altogether. These

findings can help us reconcile the predictions of the dynamic optimal contracting theory with

empirical evidence surveyed in Edmans and Gabaix (2016): termination, indeed, is not a

significant source of incentives nor a useful device for mitigating moral hazard.

We generalize the canonical dynamic principal-agent model of Sannikov (2008) along two di-

mensions: we allow for agent outside options and for smooth incentives. In the baseline case

studied in Sannikov (2008), the agent has no outside options, meaning her continuation value in

the contract is bounded below only by her minimax payoff, and incentives are lumpy, meaning

even small effort requires a discrete amount of volatility in the agent’s continuation value. Fur-

ther, due to the agent’s utility being bounded below, her minimax payoff is finite. Under these

assumptions, the optimal contract reaches the agent’s minimax payoff with positive probabil-

ity. Termination, implemented by permanent punishment of the agent with zero compensation

at all future dates and states, is the unique incentive compatible way to deliver the minimax

payoff to the agent. This uniqueness makes termination, trivially, optimal when the contract

reaches the agent’s minimax payoff. In the optimal contract, thus, termination is observed

after sufficiently poor performance.

Our first generalization of the baseline model allows for an agent outside option that is better

2Termination can mean separation or “retirement” of the agent. In either case, the agent provides no further

effort/input to the relationship.
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than the agent’s minimax payoff within the contract. This outside option imposes a tighter

lower bound on the agent’s continuation value than in the baseline model. With the maintained

assumption of lumpy incentives, it is still true that the agent’s continuation value reaches the

lower bound with positive probability, but now reversion to permanent punishment of the

agent is no longer the unique feasible course of action there. One possibility is separation,

where the agent takes the outside option once the contract reaches the lower bound. This

possibility, although better than permanent punishment, is not optimal. Instead, the optimal

contract features an episode of weak incentives similar to the suspension phase of the optimal

contract in Zhu (2013). In such an episode, the agent is a) asked to provide no effort, which

means her continuation value does not have to be exposed to performance risk, so its dynamics

become locally deterministic, and b) provided no compensation, which means her continuation

value is growing. These two features generate reflective dynamics for the contract. When poor

performance pushes the agent’s continuation value down to the lower bound, an episode of

weak incentives brings it deterministically back up, which allows the contract to continue and

restore strong incentives without terminating.

Our second generalization concerns smooth incentives. We modify the model assumptions

so that small effort can be induced with small volatility in the agent’s continuation value.3

Maintaining the assumption of a positive agent outside option, we show that the optimal

contract does not terminate at the lower bound but rather, similar to the previous case with

lumpy incentives, reflects off it. The dynamics of the reflection, however, are different. With

lumpy incentives, the volatility of the agent’s continuation value process is discontinuous at

the lower bound: it is discretely positive everywhere above the lower bound, and zero at it.

This discontinuity implies that once the contract visits the lower bound, it revisits it often. As

a consequence, as in Zhu (2013), the reflection is slow, meaning the contract spends a positive

total amount of time at the lower bound. Under smooth incentives, we show that the volatility

of the agent’s continuation value process goes to zero smoothly as the contract approaches the

lower bound. In the neighborhood of the lower bound, thus, volatility is small, so after visiting

the lower bound and reflecting off it, the contract does not revisit the lower bound often. As a

consequence, the reflection dynamics are fast: the contract spends zero total time at the lower

bound.

Finally, we examine the case with smooth incentives and no agent outside option, where small

effort can be obtained with small volatility and the agent’s continuation value is bounded

below only by her minimax payoff. We find that the optimal contract follows a recurrent

process. In particular, the agent’s continuation value does not reach its lower bound, nor does

it converge to it. The contract provides positive effort incentives at all times, and, thus, it

never terminates. This case shows that both assumptions of lumpy incentives and no agent

outside options are necessary for termination to be a part of an optimal contract. Thus, only

under both of these, arguably restrictive, assumptions is termination a useful incentive device

3In particular, we assume that the marginal disutility of the first unit of the agent’s effort is zero, which is

a standard Inada condition.
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mitigating moral hazard.

The canonical model of Sannikov (2008), which we study here, considers a moderate moral

hazard problem, i.e., one in which minimax payoffs to both the principal and the agent are

finite. In two further extensions, we discuss two examples in which the moral hazard problem

is not moderate, meaning the minimax payoff of one of the parties does not exist (is not finite).

The first extension considers a weak moral hazard problem, i.e., one in which strong punishment

of the agent is available to the principal and, hence, the agent’s minimax payoff is negative

infinity.4 We find that termination is not a part of an optimal contract. If the agent has an

outside option, then the optimal contract shows reflective dynamics at the lower bound. If

the agent has no outside options, then the optimal contract immiserates the agent, with the

agent’s continuation value diverging to negative infinity almost surely, without terminating.

The second extension considers a strong moral hazard problem, i.e., one in which the agent

can inflict unbounded losses onto the principal, so the principal’s minimax payoff absent ter-

mination is negative infinity. In this case, as in DeMarzo and Sannikov (2006), termination is

necessarily a part of an optimal contract, for otherwise generating unbounded losses for the

principal would be the agent’s optimal strategy.

These two extensions reinforce the conclusion from our analysis of the two generalizations of

the baseline model of Sannikov (2008) allowing for outside options and smooth incentives:

termination is an incentive device of last resort, used in equilibrium only when the contracting

frictions are severe enough to make reflection, immiserization, and recurrence infeasible.

We view our analysis as making the following three contributions. First, we show that, outside

of two special cases, moral hazard does not imply that termination should be an important

incentive device, as temporary suspension of effort at the lower bound and the resulting reflec-

tive dynamics dominate termination. Second, we characterize three kinds of optimal dynamics

of reflection of the optimal contract off a lower bound: one slow, where the contract spends

positive total time at the lower bound, and two fast, where the contract spends zero time there.

The two types of fast-reflection dynamics differ in the behavior of the drift and volatility of the

continuation value process in the neighborhood of the reflective lower bound: in one case, drift

is positive and finite while volatility vanishes; in the other case, drift explodes. Such dynamics

are likely to remain optimal in further generalizations of the environment, e.g., allowing for

unequal impatience or output persistence. Additionally, we find a case in which the optimal

contract is recurrent without reflection or convergence. Third, we show that with smooth

incentives the HJB equation is singular at the boundary. To overcome this challenge, we de-

vise a change-of-variable technique in which the firm’s marginal cost of delivering continuation

value to the agent becomes the state variable. This technique can be useful in studying other

stochastic dynamic systems in which the volatility of the state variable is not bounded away

from zero.

Relation to the literature In many existing studies of optimal contracts, termination

4In particular, in this extension, the agent’s consumption utility function is unbounded below.
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appears on the equilibrium path not to incentivize the agent but rather to deliver a post-

termination payoff to the principal/firm. The firm’s post-termination payoff may come from

replacing the agent with a new one, e.g., Spear and Wang (2005), Wang and Yang (2015),

or from the liquidation value, e.g., Clementi and Hopenhayn (2006), DeMarzo and Fishman

(2007). Since termination is a source of value to the principal, these studies do not pin down

termination’s role purely as an incentive device. The baseline model of Sannikov (2008) is

uniquely suited for studying termination’s incentive role because termination does not provide

any value to the firm.5 The optimality of terminating a productive relationship for purely

incentive reasons is a remarkable feature of that model.6 By generalizing that model along two

dimensions, our analysis shows that this feature is specific to the assumptions of no outside

options and lumpy incentives.

Termination after poor performance is necessary in many contracting environments with addi-

tional frictions. This is the case, for example, in MacLeod and Malcomson (1989), where the

agent’s performance is not contractible, in Levin (2003), Fuchs (2007), and Zhu (2018), where

the agent’s performance can only be subjectively evaluated by the principal, or in Halac (2012),

where the principal’s outside options are private information. Consistent with these studies,

our results show that moral hazard alone does not explain why productive relationships should

terminate.7

Reflection of the contract off a lower bound has been shown to be optimal in dynamic moral

hazard and risk-sharing problems with private information, e.g., Atkeson and Lucas (1995),

Phelan (1995), Wang (1995), and Fong and Li (2017). In these discrete-time models, the

reflection is always slow with the contract spending a positive fraction of time at the lower

bound. In our model, the reflection can be slow or fast. Fast reflection occurs in many

continuous-time models used in other branches of economics and finance, e.g., Cox et al.

(1985) and Brunnermeier and Sannikov (2014). Our analysis shows that fast reflection can

also occur in an optimal dynamic contract with moral hazard.

Immiserization of the agent has been shown to be optimal in models with strong punishment

and no agent outside options, e.g., Green (1987), Thomas and Worrall (1990), Phelan and

Townsend (1991), and Atkeson and Lucas (1992). Our analysis highlights that the existence

of a lower bound on the firm’s marginal cost process is important for this result. In particular,

in the special case in which the agent has a finite minimax payoff, no outside options, and

incentives are smooth, we show that the firm’s marginal cost process is unbounded and the

5Sannikov (2008) also considers cases with a positive post-termination continuation value to the firm and

shows, similar to the other studies, that the contract terminates, or the agent is not hired at all, if the firm’s

post-termination value is sufficiently high.
6In moral hazard models, there is also termination after sufficiently strong performance. This feature,

however, is due to a well-understood wealth effect that is also present at the first best, i.e., when moral hazard

is absent.
7Additionally, it may be optimal to terminate a relationship if it has been hit with a persistent negative

shock to its productivity, or match quality. Following Mortensen and Pissarides (1994), such shocks have been

explored in models with long-term contracts in, e.g., Lamadon (2016) and Lise et al. (2016).
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optimal contract is recurrent, i.e., the agent is not immiserated.8

Our construction of the optimal contract with reflection follows Zhu (2013). The optimal

contract is constructed from solutions to two HJB component equations: one restricted to

maintain positive volatility in the agent’s continuation utility process, and one restricted to

keep this volatility at zero. Zhu (2013) shows that slow reflection is optimal in the model of

DeMarzo and Sannikov (2006), where the agent is risk-neutral and impatient, assuming addi-

tionally that the agent’s action set is binary and the shirking action is moderately costly. We

allow for a continuum of actions, agent risk-aversion, and equal impatience. Equal impatience

of the principal and the agent has significant implications for the dynamics of the optimal

contract. First, the super-contact condition between the two HJB solutions does not hold and,

consequently, reflection occurs only at the lower bound of the range of the agent’s continuation

value process, whereas in Zhu (2013) the super-contact condition holds and reflection occurs in

the interior. Second, the firm’s marginal cost process is driftless in the interior of the range of

Wt. In Zhu (2013), as in Farhi and Werning (2007) or Sleet and Yeltekin (2006), the stronger

impatience of the agent creates a drift in the principal’s marginal cost process reverting it

toward the mean.

Organization Section 2 describes the contracting model of Sannikov (2008). Section 3

considers the baseline case with lumpy incentives and no agent outside options. Section 4

maintains lumpy incentives and allows for an agent outside option. Sections 5 considers the

case with positive outside options and smooth incentives. Section 6 returns to the baseline

assumption of no agent outside options but maintains smooth incentives. Section 7 discusses

the extension allowing for strong punishment (i.e., a weak moral hazard problem). Section 8

discusses the extension with strong moral hazard. Section 9 concludes. The Appendix contains

the proofs.

2 A dynamic principal-agent problem with moral hazard

Consider the canonical dynamic moral hazard principal-agent problem formulated in Sannikov

(2008). A principal/firm hires an agent, whose private effort influences the firm’s output.

Cumulative output produced up to date t, Xt, follows

dXt = Atdt+ σdZt,

where At ∈ A is the agent’s action (effort), Zt is a standard Brownian motion on (Ω,F , P ),

and σ > 0 is a constant. We assume that the set of feasible actions A is a compact interval

[0, Ā] for some Ā > 0.9A contract consists of a pair of progressively measurable processes

8Phelan (1998) uses a model with vanishing risk aversion to connect the boundedness of the marginal cost

process to immiserization. In that model, the firm’s marginal cost process is bounded below and above and the

agent’s continuation value process diverges to either negative or positive infinity, but is not recurrent.
9As in Sannikov (2008), our analysis can be extended to allow A to be an arbitrary compact subset of R.
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{(Ct, At); 0 ≤ t <∞}, where At is the action recommended for the agent to take at t and Ct
is her compensation. The agent and the firm evaluate the contract according to, respectively,

E
[
r

∫ ∞
0

e−rt (u(Ct)− h(At)) dt

]
,

and

E
[
r

∫ ∞
0

e−rt(At − Ct)dt
]
,

where r > 0. The agent’s utility function u : R+ → R+ has a continuous second derivative

with u′ > 0, u′′ < 0, u(0) = 0, limc→∞ u(c) = ∞, limc→0 u
′(c) = ∞, and limc→∞ u

′(c) = 0.

The function h : A → R+ represents the agent’s disutility from effort. We assume that its

second derivative h′′ is continuous, h′ > 0, h′′ > 0, h(0) = 0.

Outside of Sections 5 and 6, we follow Sannikov (2008) in assuming that lima→0 h
′(a) =: γ0 > 0.

In Sections 5 and 6, we will replace this assumption with the more standard Inada condition

lima→0 h
′(a) = 0. As we discuss below, this assumption determines if incentives are provided

in a lumpy or smooth way in the model.

Under a given contract (C,A), the agent’s continuation value process is

Wt := Et
[
r

∫ ∞
t

e−r(s−t) (u(Cs)− h(As)) ds

]
.

Sannikov (2008) shows that there exists a progressively measurable sensitivity process {Yt; 0 ≤
t <∞} such that the agent’s continuation value process satisfies

dWt = r(Wt − u(Ct) + h(At))dt+ rYt(dXt −Atdt), (1)

where dXt −Atdt is the agent’s performance relative to the benchmark Atdt. The contract is

incentive compatible (IC) at t if

At ∈ argmax
a∈A

{Yta− h(a)}. (2)

The above IC condition implies that At = 0 is IC if and only if Yt ≤ γ0, At ∈ (0, Ā) is IC if

and only if Yt = h′(At) > γ0, and At = Ā is IC if and only if Yt ≥ h′(Ā).

Note that with h′(0) = γ0 > 0 incentives are lumpy: it takes a discrete amount of volatility

Yt > γ0 to elicit any positive effort from the agent, and the minimum volatility needed to elicit

effort At ≥ 0 is discontinuous at At = 0.10 By contrast, in Sections 5 and 6, where we assume

h′(0) = 0, incentives are smooth: effort At ∈ [0, Ā) is IC if and only if Yt = h′(At) ≥ 0, i.e., it

takes small volatility to elicit small effort for the agent, and the minimum volatility needed to

elicit effort At ≥ 0 is continuous at At = 0.

10We will often write h′(0) instead of lima→0 h
′(a).
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The firm’s problem is to choose an IC contract (C,A) that maximizes the profit the firm can

attain in the relationship, given that the agent is owed the continuation value W . Denoting

this profit value function by F (W ), the HJB equation for this problem, after dividing by r, is

F (W ) = max
c≥0,a∈A,Y

{a− c+ F ′(W )(W − u(c) + h(a)) +
1

2
F ′′(W )rσ2Y 2}, (3)

where controls a and Y must jointly satisfy the IC constraint (2), and the state variable Wt

must satisfy the lower-bound constraint

Wt ≥ B at all t ≥ 0. (4)

The lower bound B, which is taken parametrically by the firm, represents the agent’s outside

option or her minimax payoff, whichever one is higher.

We follow Sannikov (2008) in assuming that the firm has the option of not employing the

agent. Thus, we focus on contracts that give a nonnegative profit to the firm as of t = 0.

3 Termination after poor performance with no outside option

In this section, we recall the optimal contract, derived in Sannikov (2008), for the case in which

the lower-bound constraint (4) is maximally loose. That is, we assume in this section that the

agent has no outside options and B is equal to the agent’s minimax payoff within the contract.

We start with two preliminary points. First, because the agent’s utility functions u and h

are bounded below by zero, the agent’s minimax payoff is zero.11 There is a unique incentive

compatible contract that delivers this payoff to the agent: Ct = At = 0 all t. Second, a contract

with constant compensation, Ct = c ≥ 0 at all t, and zero recommended effort, At = 0 at all t,

is incentive compatible. Under this contract, which we will refer to as the static contract, the

agent’s continuation value is constant, W = u(c) at all t. Static contracts provide no incentive

for effort, which makes the relationship unproductive. The firm’s profit from a static contract

with constant compensation c is

F0(W ) := −u−1(W ) = −c ≤ 0. (5)

Because static contacts are always incentive compatible, F0 is a lower bound on the firm’s

optimal profit function.

Let us now discuss the optimal contract in the case with B = 0. This contract is constructed

from a solution F (W ) to the HJB equation (3) obtained with two specific boundary conditions.

We will denote this specific solution by Fmax.

The first boundary condition for Fmax is a value-matching condition at B = 0. Since the static

contract with zero consumption is the unique incentive compatible contract that delivers the

11Note that although a negative flow of utility is feasible, the agent can guarantee herself the total value of

zero by choosing zero effort at all t regardless of what the contract recommends.
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minimax payoff to the agent, this contract, trivially, is optimal at B = 0. This static contract

gives the firm the profit of F0(0) = 0. Hence, Fmax(0) = F0(0) = 0, which gives us the

first boundary condition for Fmax. The second boundary condition is the following smooth

pasting condition: Fmax ≥ F0 and there exists Wgp such that Fmax(Wgp) = F0(Wgp) and

F ′max(Wgp) = F ′0(Wgp). Sannikov (2008) shows that the exists a unique solution to the HJB

equation (3) that satisfies these two conditions. Figure 1 shows the solution Fmax and the

static profit function F0 computed in a numerical example.

From the solution Fmax, an optimal contract (C,A) is constructed as follows. Until time

τ := inf{t : Wt = 0 or Wt = Wgp}, the optimal contract is defined via the policy functions

c(·), a(·), and Y (·) that attain the solution Fmax in the HJB equation (3). In particular, for

any initial condition W0 ∈ (0,Wgp), the processes C and A are defined by Ct = c(Wt) and

At = a(Wt) at all t < τ , where Wt solves

dWt = r (Wt − u(c(Wt)) + h(a(Wt))) dt+ rY (Wt) (dXt − a(Wt)dt) for 0 ≤ t < τ. (6)

Theorem 1 in Sannikov (2008) verifies that such defined contact (C,A) is indeed optimal.

Under the optimal contract, the support of the state variable Wt is [0,Wgp]. The agent’s effort

At = a(Wt) is strictly positive and, correspondingly, the volatility of the agent’s continuation

value is strictly positive (larger than γ0) at all Wt in the interior of [0,Wgp]. The principal-

agent relationship thus remains productive in the interior of [0,Wgp]. However, when the state

variable hits either end of the interval [0,Wgp], the optimal contract becomes static. Effort

At, drift of Wt, and volatility of Wt all become zero. The dynamics of the state variable are

stopped, i.e., 0 and Wgp are absorbing states for the process Wt. The productive relationship

between the firm and the agent, therefore, terminates.

Termination of the productive relationship after strong performance, that is at Wt = Wgp, is a

natural implication of the wealth effect, which is also present in the absence of moral hazard.

Clearly, with h′(0) = γ0 > 0, if the value to be delivered to the agent is sufficiently high, the

marginal utility of the compensation paid to the agent, u′(c), becomes lower than γ0, which

means it is optimal to ask for zero effort from the agent, even in the absence of moral hazard,

i.e., in the so-called first best contracting problem.

Due to the same wealth effect, however, termination of the productive relationship after poor

performance is surprising, as the agent’s effort is inexpensive when her continuation value is

low. Yet, termination is optimal when Wt hits zero because reversion to the static contract

is the only way to deliver the minimax payoff to the agent. This termination is akin to a

moral-hazard-induced poverty trap. Because the agent’s continuation value cannot be lowered

any further, she cannot be exposed to any incentives (in other words, she has no “skin in

the game”), the dynamics of the contract must stop, the relationship becomes permanently

unproductive, and the agent remains at her minimax payoff forever.
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Figure 1: The firm’s profit function with the agent’s exogenous lower bound B > 0.

4 Termination versus reflection with positive outside option

In this section, we consider the case of a positive agent outside option. That is, we no longer

assume that the lower bound B in constraint (4) is equal to the agent’s minimax payoff of zero.

Rather, we take it to be positive: B > 0.

With B larger than the agent’s minimax payoff, it is no longer the case that there is only one

incentive compatible course of action when the agent’s continuation value Wt reaches the lower

bound B. As it was the case with B = 0, a static contract with a = 0 and c = u−1(B) > 0 is

feasible. Separation, where the agent receives her continuation value of B through her outside

option, is also feasible. As noted in Sannikov (2008), separation dominates the static contract

because the firm does not have to incur the cost of providing B to the agent. We start out by

reviewing the optimal contract with separation at B, which was derived in Sannikov (2008).

This contract is optimal in the class of all contracts that terminate at the lower bound B > 0.

We then show that the restriction imposed by termination at B > 0 is not innocuous: reflective

dynamics at B > 0 dominate separation.
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4.1 Optimal contract with termination at B

The optimal contract with termination at B > 0 is derived from the solution to the HJB

equation (3) that satisfies the same two boundary conditions as in the case of B = 0. That

solution, denoted by F̃ , satisfies the value-matching condition at B, F̃ (B) = 0, and the smooth

pasting condition: F̃ ≥ F0 and there exists Wgp such that F̃ (Wgp) = F0(Wgp) and F̃ ′(Wgp) =

F ′0(Wgp). The contract is constructed from the policy functions that attain the solution F̃ in

the HJB equation (3). The solution F̃ is depicted in Figure 1 and labeled as the profit function

with termination.

Termination of the relationship via separation justifies the boundary condition F̃ (B) = 0: the

agent is dismissed and obtains her continuation value B from her outside option, while the firm

exits with the continuation profit of zero. Separation dominates reversion to a static contract

because F0(B) < 0. However, in the remainder of this section we show that separation is

dominated by reflection at B, for any B > 0.

4.2 Optimal contract with reflection: construction

In order to capture contractual possibilities more general than termination at the lower bound,

we will derive a solution to the HJB equation that shuts down the volatility of the agent’s

promised utility process Wt at the lower bound B. If the drift of Wt is positive at B, then,

with zero volatility, the process will move up from B without terminating, i.e., B will be a

reflective barrier for Wt. We show that this possibility is in fact optimal when B > 0.

Our approach to studying the HJB equation (3) combines the approaches of Sannikov (2008)

and Zhu (2013). In particular, we can write the HJB equation (3) as follows

F (W ) = max
{

max
c,a
{a− c+ F ′(W )(W − u(c) + h(a)) +

1

2
F ′′(W )rσ2(h′(a))2}, (7)

max
c
{−c+ F ′(W )(W − u(c))}

}
. (8)

Here, we are writing out separately the option of using positive volatility Y > 0, in line (7),

and the option of using zero volatility Y = 0, in line (8). The outside maximization over these

two options makes this formulation equivalent to (3). Further, note that in (7) we have used

the IC constraint to substitute Y with h′(a)) ≥ γ0 > 0. Similarly, in (8) we have used the fact

that IC requires a = 0 when Y = 0.

Following Zhu (2013), we will study the two options in (7) and (8) as two separate ordinary

differential equations (ODEs):

F (W ) = max
c,a
{a− c+ F ′(W )(W − u(c) + h(a)) +

1

2
F ′′(W )rσ2(h′(a))2}, (9)

F (W ) = max
c
{−c+ F ′(W )(W − u(c))}, (10)

and then combine their solutions to derive an optimal contract.

11



The first ODE, (9), is exactly the equation studied in Sannikov (2008). Contracts derived

from solutions to this equation, due to the restriction Y = h′(a) ≥ γ0 > 0 always have strictly

positive volatility of Wt in the interior of its support.12 Although it could be natural to call

(9) positive-volatility ODE, in order to emphasize the analogy with Zhu (2013), we will refer

to (9) as the high-action ODE.

The second ODE, (10), forces the volatility Y to be zero and uses the no-effort action a = 0

at all times. We will call this ODE low-action ODE. The advantage of having Y = 0 is that

along any solution to the low-action ODE, the dynamics of Wt are deterministic, i.e., Wt is

not sensitive to output. This property will allow for reflection of Wt at the lower bound B.

4.3 Solutions to the low-action ODE

To distinguish the solutions to the two component ODEs, we will continue to use F to denote

solutions to the high-action ODE (9) but will use L to denote solutions to the low-action ODE

(10). In this notation, the low-action ODE is

L(W ) = max
c≥0
{−c+ L′(W )(W − u(c))}, (11)

which, denoting u(c) as W̃ and using the definition of F0, we can write equivalently as

L(W ) = max
W̃≥0
{F0(W̃ ) + L′(W )(W − W̃ )}. (12)

We will look for solutions to this ODE in the region R := {(W,L) : L > F0(W )}, as we know

that the static profit function F0 is a lower bound on the firm’s optimal profit function.

We can show that if L(W ) is a solution to (12) in R, then L(W ) is a straight line. Indeed,

denoting the maximizer in (12) by W ∗, we have L(W ) = F0(W ∗) +L′(W )(W −W ∗). Clearly,

if W ∗ = W , then L(W ) = F0(W ∗) = F0(W ), which is outside of R. Thus, all solutions to (12)

inside the region R must have W ∗ 6= W . Differentiating (12), we get L′′(W )(W −W ∗) = 0.

This and W ∗ 6= W imply that all solutions to (12) inside R must have L′′(W ) = 0, i.e., be

straight lines.

With this result, we can classify solutions to (12) inside R by their constant slope L′(W ) =: α.

Case 1. Take any α ≥ 0. Then, the maximizer W ∗ in (12) is zero, and (12) reduces to

L(W ) = 0 +α(W − 0) = αW . Thus, the set of solutions with nonnegative slope consists of all

straight lines out of the origin, restricted to R.

12Note that action a = 0 is allowed in (9) but only with positive volatility Y = h′(0) = γ0 > 0. The pair

(a, Y ) = (0, γ0), although incentive compatible, is never used in the optimal contract. In the optimal contract,

which we present in Theorem 1, action a = 0 is used with volatility Y = 0 when the optimal contract is

determined by a solution to the other component ODE, (10). See Lemma A.2 in the Appendix. The pair

(a, Y ) = (0, γ0) is allowed in (9) merely for technical reasons.
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It will be convenient for us to single out the solution with slope zero as a separate subcase.

We will refer to straight lines out of the origin with slope α > 0 as Case 1a solutions and the

solution with slope α = 0 as the Case 1b solution.

Case 2. Take any α < 0. Then, the maximizer W ∗ in (12) satisfies the first-order condition

F ′0(W ∗) = α, and (12) reduces to L(W ) = F0(W ∗)+α(W−W ∗) = F0(W ∗)+F ′0(W ∗)(W−W ∗).
Thus, the set of solutions with negative slope consists of all lines tangent to F0, restricted to

R.

Along any solution to the low-action ODE, the dynamics of Wt are deterministic. Indeed, with

a = Y = 0, the dynamics of Wt, given in (1), reduce to

dWt = r(Wt − u(c))dt, (13)

where c is constant. In particular, along any Case 1 solution we have 0 = W ∗ = u(c),

which means dWt = rWtdt, i.e., Wt grows exponentially at the rate r. In Case 2 solutions,

0 < W ∗ = u(c). Whether Wt grows or declines depends on the sign of Wt −W ∗.13

4.4 Combining high- and low-action solutions

Let us now discuss informally how, for B > 0, solutions to the two component ODEs can

be combined to construct a contract with reflection at B that improves on any contract with

termination at B. Figure 2 depicts the solution curve F̃ labeled as the profit function with

termination. Recall that with the boundary condition F̃ (B) = 0, the agent separates from the

firm, i.e., takes the outside option, as soon as her continuation value Wt hits B. Additionally,

this figure shows that there exists a unique Case 1 solution to the low-action ODE, L(W ), that

is tangent to F̃ at some W s > B. Note that the slope of this solution L is F̃ (W s)/W s.

Consider a new contract (C,A) defined by using the optimal c from the low-action ODE

solution L at all W ∈ [B,W s] and the optimal controls (c, a, Y ) from the high-action ODE

solution F̃ at all W ∈ (W s,Wgp]. Because the two solutions satisfy at W s the value matching

and smooth pasting conditions L(W s) = F̃ (W s) and L′(W s) = F̃ ′(W s), this contract delivers

to the firm profit L(W ) if W ∈ [B,W s] and F̃ (W ) if W ∈ (W s,Wgp]. Because L(W ) > F̃ (W )

for all W ∈ [B,W s), the new contract constitutes a Pareto improvement over the optimal

contract that terminates at B.

By (13), the process Wt implied by this contract is deterministic in the interval [B,W s). If

started at some W0 < W s, the agent’s continuation value Wt grows exponentially and moves

out of [B,W s). Once Wt leaves [B,W s), it never drops below W s, i.e., it reflects off W s and

stays in [W s,Wgp].

Note also in Figure 2 that the second derivatives of L and F̃ are not equal at W s. Because

W s > B is an interior point in the feasible support for the continuation value process, this

13Case 2 solutions are less important for us here, as they will not be a part of an optimal contract generating

reflection at the lower bound.
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Figure 2: Combining the high- and low-action solutions. The splicing point is W s = 0.16 > 0.1 = B.

Positive effort is exerted to the right of W s. Zero effort is exerted at and to the left of W s.

means that the contract obtained by splicing L and F̃ at W s is not an optimal contract. In

fact, better combinations of low- and high-action ODE solutions exist. One such example is

provided in Figure 3. In that example, the splicing point W s is closer to the lower bound

B, the low-action ODE solution L has a higher slope, and the high-action ODE solution F is

everywhere above F̃ . As before, the solutions to the two ODEs are spliced at a point where

the smooth pasting conditions are satisfied, thus giving a consistent contract over the whole

domain [B,Wgp].
14

The intuition for why a lower splicing point W s allows the firm to attain a higher profit curve

follows from the fact that the (endogenous) support [W s,Wgp] for the state variable Wt is larger

when W s is lower. Clearly, any feasible contract (C,A) remains feasible if the support for Wt is

enlarged, so the firm cannot do worse with a lower W s. In fact, the firm can do strictly better.

At both W s and Wgp, the contract must ask for zero effort (at Wgp permanently). With more

distance between W s and Wgp, the contract can sustain positive effort for longer and/or ask

for higher levels of effort because the volatility of Wt necessary to induce high effort does not

cause Wt to bump into W s or Wgp as quickly. The optimal contract is obtained when the

14Wgp is not the same in these two examples. It is higher in the second case.
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Figure 3: Combining the high- and low-action solutions at the splicing point W s = 0.13 leads to a

better contract than F̃ at all W .

splicing point W s is set as low as possible, i.e., when W s coincides with the exogenous lower

bound B, as depicted in Figure 1. In this case, the splicing point cannot be moved further to

the left, i.e., the endogenous support [W s,Wgp] cannot be made any larger.

The intuition for why the reflection of the state variable Wt occurs only at the lower bound B

can also be discussed in the time domain. The no-effort-no-consumption pair (a, c) = (0, 0),

which generates a deterministic upward movement of Wt, can be implemented at any time

before Wt reaches B. In fact, c = 0 is implemented when Wt is close to B because zero

consumption both minimizes the flow cost to the firm and maximizes the drift of Wt.
15 The

no-effort action a = 0, in contrast, is costly to the firm in terms of both a low expected flow of

output and a low drift of Wt. As seen in the HJB equation (7)-(8), when Wt is close to B, the

only benefit of low effort is a reduced volatility of Wt.
16 If Wt has not yet reached B, the firm

is not sufficiently volatility-averse to implement the costly no-effort action a = 0, as it still has

the option to implement this action later. Only when Wt hits B, the implementation of the

15Higher drift of Wt benefits the firm because the slope of its profit function, F ′, is positive when Wt is close

to B.
16Lower volatility benefits the firm because its profit function F is strictly concave.
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reflective dynamics cannot be postponed any longer, as otherwise Wt would violate the lower

bound B with probability one.

4.5 Optimal contract: verification

In this section, we provide formal analysis verifying the intuition given in the previous section.

As in Sannikov (2008), we will denote by W ∗gp the first-best effort shut-down threshold, i.e.,

W ∗gp = u(c), where c solves u′(c) = h′(0) = γ0.

For B ∈ [0,W ∗gp] and for two numbers y and y′, we will denote by F(B,y,y′) the solution to the

high-action ODE that starts at W = B and satisfies the boundary conditions F (B) = y and

F ′(B) = y′.17

We start out by examining solutions F(B,0,0), i.e., the high-action ODE solutions that start at

the horizontal axis with the initial slope of zero, where the starting W is B ∈ [0,W ∗gp]. We

are interested in these solutions because they can be pasted smoothly with the lowest of the

Case-1 low-action ODE solutions, i.e., the solution that follows the horizontal axis, which we

denoted as the Case 1b solution in Section 4.3.

Lemma 1 (Largest lower bound) There exists a unique B̄ ∈ [0,W ∗gp] for which the solution

F(B̄,0,0) satisfies a) F(B̄,0,0)(W ) ≥ F0(W ) for all W ∈ [B̄,W ∗gp], and b) F(B̄,0,0)(Wgp) = F0(Wgp)

and F ′
(B̄,0,0)

(Wgp) = F ′0(Wgp) for some Wgp ∈ [B̄,W ∗gp].

Conditions a) and b) in Lemma 1 are analogous to the conditions in Lemma 3 of Sannikov

(2008). Lemma 1 identifies the largest lower bound, B̄, at which the firm can find a contract

that never violates this bound but also lets the firm break even in expectation as of t = 0. As

we will see in Theorem 1 below, the optimal contract subject to the lower-bound constraint

(4) with B = B̄ will be constructed by splicing the lowest of the positively sloped low-action

solutions, i.e., the ray that follows the horizontal axis, with the high-action ODE solution

F(B̄,0,0).

For B > B̄, the solution curve F(B,0,0) stays strictly above F0 for all W ≥ B, i.e., it fails to

satisfy condition b) of Lemma 1. This means that with B > B̄ there is no contract such that

Wt ≥ B at all t and F (W0) ≥ 0.

For 0 ≤ B < B̄, the solution curve F(B,0,0) crosses the retirement profit curve F0 at some

W > B. By pasting F(B,0,0) with the horizontal low-action ODE solution at W = B, it is

possible to obtain a feasible contract, i.e., a contract under which the agent’s incentive and

quitting constraints are satisfied and the firm breaks even. But because F(B,0,0) crosses F0,

this contract would not be optimal. A better contract can be obtained if F(B,0,0) is replaced

with F(B,y,y′) such that F(B,y,y′) > F(B,0,0).

17Lemma 1 in Sannikov (2008) shows existence, uniqueness, concavity, and continuity in initial conditions of

solutions to the high-action ODE.
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The next lemma describes how such a solution curve F(B,y,y′) is obtained. Fix B ∈ (0, B̄)

and take some y > 0. The unique positively-sloped solution to the low-action ODE that goes

through the point (B, y) has slope y/B. Using the value matching condition F (B) = y and the

smooth pasting condition F ′(B) = y/B as boundary conditions, we can solve the high-action

ODE starting at the point (B, y) to obtain the solution curve F(B,y, y
B

). We look for the initial

level y such that the curve F(B,y, y
B

) stays above the retirement profit curve F0 and touches it.

Lemma 2 (Largest initial level and slope) For each B ∈ (0, B̄], there exists a unique

0 ≤ y < Fmax(B) such that the solution F(B,y, y
B

) satisfies a) F(B,y, y
B

)(W ) ≥ F0(W ) for all

W ∈ [B,W ∗gp], and b) F(B,y, y
B

)(Wgp) = F0(Wgp) and F ′
(B,y, y

B
)
(Wgp) = F ′0(Wgp) for some

Wgp ∈ [B,W ∗gp]. If B = B̄, then y = 0. For B ∈ (0, B̄), y > 0.

We will denote the unique y pinned down in this lemma by y∗(B). Also, we will denote by

Wgp(B) the point Wgp pinned down by the smooth pasting condition between F
(B,y∗(B),

y∗(B)
B

)

and F0.

Following Zhu (2013), we will define a function V : [B,Wgp(B)]→ R by splicing the high-action

ODE solution F
(B,y∗(B),

y∗(B)
B

)
(W ) with, respectively, the low-action ODE solution L(W ) =

y∗(B)
B W at B, and with F0 at Wgp(B). That is, let

V (W ) :=


L(W ) for W = B,

F
(B,y∗(B),

y∗(B)
B

)
(W ) for W ∈ (B,Wgp(B)),

F0(W ) for W = Wgp(B).

Theorem 1 For each B ∈ (0, B̄], the function V is the firm’s value function in the contracting

problem with the agent’s lower bound B. The optimal controls c, A, Y attaining V define an

optimal contract Ct = c(Wt), At = a(Wt), where {Wt; 0 ≤ t <∞} is a solution to (6). In

particular, c(B) = a(B) = Y (B) = 0, with dWt = rBdt > 0dt when Wt = B; a(W ) > 0 and

Y (W ) > 0 for all W ∈ (B,Wgp(B)); and c(Wgp(B)) > 0, a(Wgp(B)) = Y (Wgp(B)) = 0, with

dWt = 0 when Wt = Wgp(B).

The proof follows Sannikov (2008) very closely with two exceptions. The technical argument

for the existence of a solution to (6) is modified to account for volatility of Wt vanishing at B,

and the step verifying the optimality of the contract is modified to account for the reflection

of the process Wt at B.

4.6 Reflective dynamics of the optimal contract

The drift and volatility functions for the process Wt, which determine the dynamics of the

optimal contract, are shown in Figure 4 for a computed example. Because the super-contact
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Figure 4: Drift and volatility of Wt under an optimal contract. The volatility function is discontinuous,

jumping down to zero at both boundaries. Drift is also discontinuous. It jumps down to zero at Wgp

but is strictly positive at B. With zero volatility and positive drift at B, the process Wt reflects off B

and the contract continues without termination.

condition is not satisfied at B or Wgp, the controls that depend on the second derivative of the

profit function, Y and a, jump at these two points. Volatility of Wt, given in (6) as rσY , is

extinguished at both boundaries. Since a jumps at the boundaries, drift of Wt, given in (6) as

r(W −u(c(W )) +h(a(W ))), is also discontinuous at these points. At B, drift of Wt is rB, i.e.,

it remains strictly positive, which generates reflection of the process Wt off B. At Wgp, drift

of Wt is zero, which means the process Wt is absorbed there, as in Sannikov (2008).

The reflection of Wt off the lower bound B is slow, as in Zhu (2013). That is, after hitting

B, the process Wt moves out of B immediately but then returns to B frequently. As a result

of these frequent revisits, the total expected amount of time that Wt spends at B is strictly

positive.18

18Section 5.5 provides additional discussion of the reflection of Wt off B.
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4.7 Summary of the lumpy incentives model

In sum, termination after poor performance is not a part of the optimal contract when the

agent’s outside option is even slightly better than her minimax payoff. If the agent’s continua-

tion value in the contract drops down to the lower bound B, it is still true that positive effort

incentives cannot be provided to the agent at that point. With B > 0, however, this does not

mean that the contract must terminate. Rather, the optimal contract suspends the agent’s

effort temporarily and induces a positive drift in Wt, which allows for effort to resume and for

the productive relationship to continue.19

This finding helps us to reconcile the theory of incentives with the empirical evidence showing

that termination’s role as an incentive device is very limited, if any. When we do not assume

termination at the lower bound but rather allow for all incentive compatible continuations,

termination after poor performance simply does not appear as a part of an optimal contract.

Our characterization of the optimal contract for any lower bound B > 0 also allows us to

understand termination as a limiting case of slow reflection. In the optimal contract, at B > 0,

effort is suspended and drift of Wt equals rB > 0. When B = 0, effort is still suspended at

B and drift of Wt still equals rB, but because this drift is now zero, slow reflection becomes

permanent absorption.

5 Smooth incentives and fast reflection

As discussed in Section 3, termination after poor performance is optimal in the baseline model

of Sannikov (2008), where the agent has no outside options and incentives are lumpy. Section

4 shows that the assumption of no outside options matters for this result. In this section and

the next, we examine the role of the assumption of lumpy incentives.

As discussed in Section 2, the lumpiness of incentives is implied by the assumption h′(0) =

γ0 > 0: since volatility Y smaller than γ0 does not provide any effort incentive to the agent,

it is never optimal to use small volatility Y ∈ (0, γ0). The optimal contract, thus, provides

either strong incentives Y > γ0 or none. This assumption, clearly, serves the technical purpose

of assuring that volatility of the agent’s continuation value process does not vanish along any

solution to the high-action ODE (9). We will show, however, that this technical assumption

is not innocuous but rather is essential for termination to be a part of an optimal contract (in

addition to assuming that the agent has no outside options).

In this section, we assume that h′(0) = 0, i.e., that small effort levels can be elicited with

small amounts of volatility. We solve for the optimal contract with B > 0, i.e., with the

agent’s outside option strictly better than her minimax payoff. We show that, as in Section

19This is consistent with earlier studies of discrete-time models, where the optimal contract is reflective at

the lower bound when the lower bound exceeds the agent’s minimax payoff. See, e.g., Phelan (1995) or Fong

and Li (2017).
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4, the optimal contract is reflective at B. Unlike in Section 4, incentives are smooth. In

the neighborhood of B, in particular, the volatility of the agent’s continuation value goes to

zero continuously, without a jump at B. This continuity implies that the amount of time the

contract spends at B is zero, i.e., the reflection is fast.

In the next section, we use the solution to the contracting problem with smooth incentives

and B > 0, obtained in the present section, to examine the case with smooth incentives and

B = 0. We will show that the optimal contract does not terminate, i.e., both lumpy incentives

and no agent outside options are necessary for the optimality of termination.

To study smooth incentives, we make the following assumption. We continue to assume h(0) =

0 and, in addition to the Inada condition h′(0) = 0, we assume that the second derivative of h

is bounded, and the third derivative of h is continuous.

Assumption 1 h(0) = h′(0) = 0, 0 < h′′(0) <∞, h′′′ exists and is continuous.

This assumption allows us to approximate h′(a) by h′′(0)a when a > 0 is small. This approxi-

mation is useful when we analyze the drift and volatility of Wt as Wt approaches B.

5.1 Boundary conditions at B

We start by deriving boundary conditions for the high-action ODE (9) at the lower bound

B > 0. As in Section 4, in order to obtain a contract that reflects at B, we will construct

solutions to the HJB equation by splicing at B a high-action ODE solution F with a low-action

ODE solution L. Thus, at B, we will use the value matching and smooth pasting conditions,

F (B) = L(B), F ′(B) = L′(B), (14)

as boundary conditions for the solution of the high-action ODE from the boundary W = B.

With h′(0) = 0, smooth pasting between L and F creates an important technical obstacle.

It requires that the second derivative of F diverge to negative infinity as W approaches B.

Indeed, using equations (9) and (10), boundary conditions (14) imply

0 = F (B)− L(B)

=

(
max

c≥0,a∈A
{a− c+ L′(B) (B − u(c) + h(a)) +

1

2
F ′′(B)rσ2h′(a)2}

)
−
(

max
c≥0
{−c+ L′(B) (B − u(c))}

)
= max

a∈A
{a+ L′(B)h(a) +

1

2
F ′′(B)rσ2h′(a)2}. (15)

Because h′(0) = 0, this condition cannot be met with a finite F ′′(B). If F ′′(B) > −∞, the

objective under maximization attains the value of 0 at a = 0, but a = 0 is not a maximizer,
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which can be easily seen by differentiating the objective and evaluating the derivative at a = 0:

1+L′(B)h′(a)+rσ2F ′′(B)h′(a)h′′(a)|a=0 = 1 > 0. In order to satisfy the above value matching

and smooth pasting conditions, therefore, we must have F ′′(B) = −∞.20

The singularity of F at B means that we can no longer invoke Lemma 1 of Sannikov (2008)

for the existence and uniqueness of the solution curve F . In Section B of the Appendix, we

present a change-of-variable technique that allows us to solve the high-action ODE forward

from B despite this singularity.

Because the low-action ODE (11) is unaffected by Assumption 1, the characterization of the

set of low-action ODE solutions given in Section 4.3 remains unchanged. In particular, Case-1

solutions, represented by straight, positively-sloped lines out of the origin, restrict the boundary

conditions (14) to

F (B) = F ′(B)B, F ′(B) ≥ 0 (16)

which gives us a one-dimensional family of boundary conditions for the solutions F to the

high-action HJB initiated at B > 0. Among these solutions, the optimal one will be selected

by a pair of bounds derived from static contracts.

5.2 An asymptotic optimality condition

We will look for a solution F to the high-action ODE that satisfies (16) at B and the following

asymptotic condition:

F0(W ) < F (W ) < Ffb(W ) for all W ≥ B, (17)

where Ffb is the firm’s first-best profit function

Ffb(W ) := max
c,a
{a− c : u(c)− h(a) = W}.

In the first best (i.e., with agent actions observable), since the firm and the agent discount at

the same rate, the optimal contact is static, i.e., a and c are constant, but the agent’s effort is

always positive. Indeed, the first-best shut-down threshold W ∗gp does not exist with the Inada

condition h′(0) = 0, because c that solves u′(c) = h′(0) does not exist. That is, a is always

strictly positive in the first best, even if W is large. We thus have F0(W ) < Ffb(W ) at all W

because

F0(W ) = max
c,a
{a− c : u(c)− h(a) = W and a = 0}

and the restriction a = 0 binds at all W .

20Note that this problem does not arise in Section 4, where h′ is bounded away from zero. Indeed, with

h′(a) ≥ γ0 > 0 for all a ∈ A and with a + L′(B)h(a) bounded on the compact domain A, a finite number

F ′′(B) < 0 exists for which maxa∈A a+L′(B)h(a) + 1
2
F ′′(B)rσ2h′(a)2 = 0, i.e., the value matching and smooth

pasting conditions can be met without an infinite F ′′(B).
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The idea to use these bounds to pin down the optimal HJB solution curve goes back at least

to Thomas and Worrall (1990). Intuitively, if for some solution curve F , the value F (W ) hits

Ffb(W ) at some W , then the curve F cannot be associated with a feasible contract under

moral hazard, because moral hazard is costly. On the other hand, if the curve F hits the value

F0(W ) at some W , then the solution F is not optimal because, with h′(0) = 0, the first unit of

the agent’s effort is free, so a > 0 is optimal at all W > B, despite moral hazard. The formal

analysis we present next confirms this intuition.

5.3 Classification of solution curves

The next two lemmas adapt Lemma 1 and Lemma 2 to the case with the Inada condition

h′(0) = 0. For B > 0 and for two numbers y and y′, denote by F(B,y,y′,−∞) the solution

to the high-action ODE (9) that satisfies boundary conditions F (B) = y, F ′(B) = y′, and

F ′′(B) = −∞.

Lemma 3 (Largest lower bound) There exists a unique B̄ > 0 for which the solution

F(B̄,0,0,−∞) satisfies

F0(W ) < F(B̄,0,0,−∞)(W ) < Ffb(W ) for all W ≥ B̄.

Lemma 4 (Largest initial level and slope) For every B ∈ (0, B̄], there exists a unique y

such that the solution F(B,y, y
B
,−∞) satisfies

F0(W ) < F(B,y, y
B
,−∞)(W ) < Ffb(W ) for all W ≥ B.

As before, we will denote the unique y pinned down in this lemma by y∗(B). Also, with

limW→∞ F
′
0(W ) = limW→∞ F

′
fb(W ) = −∞, it is easy to verify that

lim
W→∞

F ′(B,y, y
B
,−∞)(W ) = −∞. (18)

5.4 Optimal contract

For each B ∈ (0, B̄], let us define a function V : [B,∞) → R by splicing at W = B the

high-action ODE solution F
(B,y∗(B),

y∗(B)
B

,−∞)
(W ) with the low-action ODE solution L(W ) =

y∗(B)
B W . That is, let

V (W ) :=

{
L(W ) for W = B,

F
(B,y∗(B),

y∗(B)
B

,−∞)
(W ) for W > B.
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Theorem 2 For each B ∈ (0, B̄], the function V is the firm’s value function in the con-

tracting problem in which the lower bound on the agent’s continuation value is B. The

optimal controls (c, a, Y ) attaining V define an optimal contract Ct = c(Wt), At = a(Wt),

where {Wt; 0 ≤ t <∞} is a solution to (6). In particular, c(B) = a(B) = Y (B) = 0, with

dWt = rBdt at Wt = B; and a(W ) > 0 and Y (W ) > 0 for all W > B.

The above theorem verifies that the contract constructed from the low- and high-action ODE

solutions spliced at B is indeed optimal. Note that the optimal contract never terminates,

i.e., never dismisses the agent or reverts to a static contract. At the lower bound B, the

optimal contract reflects, similar to Section 4. The contract does not terminate after strong

performance either, as the optimal solution curve F stays above F0 at all W .

5.5 The dynamics of reflection with smooth incentives

When h satisfies the Inada condition h′(0) = 0, the process Wt is no longer sticky Brownian

motion studied in Section 4 or in Zhu (2013). The key difference here is the volatility of Wt in

the neighborhood of the lower bound B. In Section 4, with h′(0) = γ0 > 0, Figure 4 shows that

volatility of Wt is discontinuous at B, i.e., is zero at B but remains bounded away from zero in

any neighborhood of B. Figure 5 shows drift and volatility of Wt in a computed example with

h satisfying h′(0) = 0. As we see, volatility of Wt is continuous at B, i.e., becomes arbitrarily

small in a sufficiently small neighborhood of B. This means that when Wt gets close to B,

its drift remains positive while its volatility becomes extinguished. Intuitively, the closer Wt

is to B, the more deterministic it becomes in its movement up and away from B. Thus, the

reflection of Wt off B is faster in the Inada case than in the non-Inada case. This intuition is

confirmed by the following result.

Proposition 1 For any initial condition W0 ∈ (B,Wgp), the process Wt reaches B in finite

time with strictly positive probability, but the (Lebesgue) measure of time that Wt spends at B

is zero almost surely.

In Section 4, as in Zhu (2013), the continuation value process Wt spends a strictly positive

amount of time at its lower bound, which defines slow reflection. Here, the reflection of Wt

is faster, with Wt spending zero time at B. Small volatility of Wt in the neighborhood of B

implies that Wt revisits B infrequently. With less frequent revisits to B, the total amount of

time that Wt spends at B is smaller.

Fast reflection is optimal here because the firm is strongly averse to volatility in Wt near B.

Recall from our discussion in Section 5.1 that with smooth incentives we have F ′′(B) = −∞.

The firm’s cost of volatility, |F ′′(Wt)|, therefore becomes large as Wt approaches B. It is thus

optimal for the firm to keep volatility low near B, which implies infrequent returns of Wt to

B and fast reflection.
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Figure 5: Drift and volatility of Wt with h(a) = 1
2a

2. The lower bound is the largest equilibrium

lower bound B̄. An upper bound does not exist. Both drift and volatility are continuous on [B̄,∞).

Reflection is fast.

Proposition 1 also verifies that volatility of Wt is strong enough to push Wt to its lower bound

B with positive probability, i.e., that the boundary B is accessible from the interior of [B,∞)

despite a positive drift in Wt in the neighborhood of B. This makes the process Wt, in a sense,

an intermediate case between sticky Brownian motion, which returns to its lower bound often,

and geometric Brownian motion, which never reaches its lower bound from the interior.

In fact, Lemma A.7 in the Appendix shows that the behavior of Wt near B is approximately

the same as the behavior of squared Brownian motion, Z2
t , near zero.21 In the neighborhood

of their respective lower bounds, both Wt and Z2
t have constant positive drift and volatility

proportional to the square root of the distance from the lower bound.22 Volatility of geometric

Brownian motion, by contrast, is linear in its distance from zero, which is lower than the square

root when the distance is small.23 This higher volatility in the neighborhood of B, despite a

21Squared Brownian motion returns to zero and spends zero total time there because the same is true of

standard Brownian motion Zt.
22Indeed, if Vt = Z2

t , then Ito’s lemma implies that dVt = dt+ 2
√
VtdZt. Lemma A.7 shows that volatility of

the continuation value process Wt, rσh
′(a(Wt)), is approximately

√
4rB(Wt −B).

23For example, a driftless geometric Brownian motion Vt satisfies dVt = σVtdZt.

24



positive drift, allows Wt to reach B with positive probability, i.e., behave as squared Brownian

motion rather than geometric.

5.6 The dynamics of marginal cost

Proposition 2 The marginal cost process {−F ′(Wt); t ≥ 0} has zero drift whenever Wt > B

and infinite drift whenever Wt = B. Volatility of −F ′(Wt) is positive at all t.

This proposition shows that the firm’s marginal cost process, −F ′(Wt), is similar to the absolute

value of Brownian motion, |Zt|. Both processes have everywhere-positive volatility, although

volatility of −F ′(Wt) may be not constant. Both processes have zero drift everywhere above

their lower bounds of, respectively, −F ′(B) and 0. At their lower bounds, both processes

experience a strong positive push upward, which we refer to as infinite drift, that ensures that

the two processes reflect off their respective lower bounds.

In dynamic principal-agent models, the optimal provision of incentives typically implies the

so-called immiserization of the agent, where the agent’s continuation value converges to its

lower bound almost surely.24 This result follows from the martingale convergence theorem, as

the firm’s marginal cost process, −F ′(Wt), is typically a nonnegative martingale in dynamic

principal-agent models.

In our model with B > 0, as in Phelan (1995), with the agent’s continuation value being

reflective at the lower bound, the immiserization result fails. Yet, by Proposition 2, −F ′(Wt)

is “almost” a martingale, i.e., has zero drift almost everywhere in its support, [−F ′(B),∞).

It is remarkable that nonzero drift at just a single point out of the continuum of points in the

support of the process is able to overturn the martingale property for the entire process. The

reason why this indeed is true is different in the case with lumpy incentives studied in Section 4

and with smooth incentives studied in the present section. In Section 4, the subtlety lies in the

slow reflection of sticky Brownian motion: even though −F ′(B) is a singleton, the marginal

cost process −F ′(Wt) spends a positive amount of time at its lower bound −F ′(B). This

feature makes the lumpy-incentives case similar to discrete-time models with a lower bound,

e.g., Phelan (1995). In the present section, however, with smooth incentives, −F ′(Wt) spends

a zero total amount of time at −F ′(B). The reason why −F ′(Wt) is not a martingale is its

infinite drift at F ′(B). Infinite drift over a small time interval (of measure zero) has a nontrivial

effect on the dynamics of the whole process, which, clearly, overturns the immiserization result.

24See, e.g., Green (1987), Thomas and Worrall (1990), Atkeson and Lucas (1992), Phelan (1998), or Chapter

19 of Ljungqvist and Sargent (2004).
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6 Smooth incentives with no outside option

Thus far, we have covered three major cases. In Section 3, termination after poor performance

is a part of an optimal contract under the assumptions of lumpy incentives and no agent outside

option. In Section 4, under the assumptions of lumpy incentives and a positive agent outside

option, termination after poor performance is shown to be dominated by reflection. In Section

5, the same result is shown to be true under smooth incentives and with a positive outside

option.

In the present section, we consider the fourth case: smooth incentives and no agent outside

option. We show that even when the contract can drive the agent’s continuation utility to

the minimax payoff, it is never optimal to do so when incentives are smooth. Since the lower

bound is never reached, termination is not a part of an optimal contract. This shows that the

optimal termination result of Sannikov (2008), presented in Section 3, depends on both the

agent having no outside option and incentives being lumpy.

With B = 0 and h′(0) = 0, we have the following boundary conditions for the optimal solution

to the HJB equation, F . Since there is only one way to deliver the minimax value to the

agent, B = 0 implies that F must satisfy the boundary value-matching condition F (0) = 0,

as in Section 3. Since h′(0) = 0, the other boundary condition is the asymptotic optimality

condition (17), as in Section 5.

Without providing a full characterization of F , we can show that its slope at W = 0 is infinite.

Lemma 5 Under Assumption 1, if B = 0, then F ′(0) =∞.

The proof works off a construction of a lower bound on F that itself has infinite slope at zero.

Lemma 5 implies that {Wt; t ≥ 0} constructed from F does not reach its lower bound B = 0

in finite time, nor does it converge to it asymptotically.

Proposition 3 Under Assumption 1, if W0 > B = 0, then the agent’s continuation value

process {Wt; t ≥ 0} stays in (0,∞) for all t ≥ 0. In particular, Wt never reaches 0. Further,

Wt is recurrent: for any w ∈ (0,∞), Pr{Wt = w for some t ≥ 0} = 1.

The result of Proposition 3 follows from the properties of the marginal cost process −F ′(Wt),

which is a local martingale (i.e., a diffusion process with zero drift) as long as Wt > 0. For

Wt to reach 0 or ∞, −F ′(Wt) would have to reach −F ′(0) or −F ′(∞), which, by Lemma 5

and equation (18), are −∞ and ∞. But it is a standard result that a local martingale cannot

reach infinity (positive or negative) in finite time, or converge to it asymptotically.25 Therefore,

25The intuition for this result is as follows. For a sample path of a local martingale to approach infinity, the

sum of positive shocks along that path must be infinitely larger than the sum of negative shocks. However, since

positive and negative shocks are equally likely for a local martingale, it is impossible to have infinitely many

more positive ones than negative ones.
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started from any W0 > 0, the continuation value process Wt never reaches the lower bound

B = 0. Thus, although termination would be optimal at B, the contract does not terminate

at B simply because it never reaches that point. The contract does not terminate at any

W ∈ (0,∞) because the volatility of Wt never vanishes in the interior, where the principal

elicits positive effort at all times. In sum, termination is not a part of an optimal contract.

Moreover, because Wt is recurrent, its sample paths do not converge. In particular, the stan-

dard agent immiserization property of the optimal contract, which says that almost all sample

paths of Wt converge to the lower bound, B, does not hold.26

As we mentioned in Section 5.6, in the standard model, the agent immiserization result follows

from the martingale convergence theorem applied to the marginal cost process −F ′(Wt), which

is a nonnegative martingale in the standard model. Here, the martingale convergence theorem

does not apply as the local martingale process −F ′(Wt) is not bounded below or above. In

fact, the marginal cost process −F ′(Wt) is similar to standard Brownian motion, Zt: it follows

a driftless diffusion on the whole real line with no termination or convergence.27

In sum, the dynamics of {Wt; t ≥ 0} in Proposition 3 are different to all other cases we study

in this paper. In all other cases, the optimal contract reaches the lower bound B with positive

probability. Here, because Wt never reaches B, we observe neither termination nor reflection

of the optimal contract.

7 Extension: strong punishment

Thus far, we have followed Sannikov (2008) in assuming that the moral hazard problem is

moderate, meaning the minimax payoffs of both the agent and the firm are finite. Indeed, the

most damage the agent can do to the firm is to provide no effort, which gives the firm the

expected profit of zero. Likewise, the harshest punishment the firm can apply to the agent is

to provide zero compensation permanently, which gives the agent the expected utility of zero.

In this section, we relax the assumption of weak punishment. Following Spear and Srivastava

(1987), Thomas and Worrall (1990), and Atkeson and Lucas (1992), among others, we assume

that the agent’s utility from consuming zero is unbounded below. With this assumption, strong

punishment of the agent is possible, meaning the agent’s minimax payoff within a contract is

−∞.28

With strong punishment, we show that when the agent has an outside option with a finite

value B, the optimal contract is reflective at B with zero time spent at B, i.e., the reflection

is fast. When the agent has no outside options, the optimal contract converges to −∞ almost

surely, i.e., the standard immiserization result holds.

26It is possible to show that Wt is null recurrent, i.e., it does not have a stationary distribution.
27Unlike Zt, however, −F ′(Wt) may have non-constant volatility.
28As before, this payoff is delivered by a static contract ct = at = 0 at all t.
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In the next section, we consider the case of strong moral hazard. In both this and next section,

we discuss the optimal contract heuristically omitting formal statements.

7.1 Strong punishment with an outside option

Let us modify the assumption u(0) = 0 and assume instead that limc→0 u(c) = −∞, or

u(0) = −∞ for short.29 By providing the agent with very little compensation, the firm can now

punish the agent harshly and instantaneously. Such a punishment, clearly, has a strong impact

on the agent’s continuation value in the contract. In particular, by setting c = a = Y = 0, the

firm can instantaneously shift the agent’s continuation utility upward: the drift of the agent’s

utility becomes infinite. Such a punishment induces no direct cost to the firm, as the expected

flow of payoff to the firm is zero. Since the firm can always apply this instantaneous control to

the left of the peak of its profit function, the process Wt will never go below the value at which

the peak is attained. Denoting this value by W ∗, we have that a) the support of Wt will be

restricted to the values above W ∗, and b) the firm’s profit function F (W ) will be decreasing

at all W in the support of the process Wt.

Suppose the agent has an outside option B > −∞.30 By the same logic as in Section 4.4, it is

optimal to locate the peak of the profit function at the lower bound, i.e., set W ∗ = B, as this

choice maximizes the support of Wt and allows the firm the most room to provide incentives

and, hence, achieves the highest profit. With the peak of F at B, we have F ′(B) = 0 as a

boundary condition for the solution of the high-action ODE to the right of B.31

The analog of Lemma 2 is as follows. At B, we start solving the high-action ODE with

boundary conditions F (B) = y and F ′(B) = 0, where y is some number weakly above F0(B).32

We search for an initial y such that the solution curve F(B,y,0) remains above F0 and touches it at

some Wgp > B. Since F(B,y,0) is strictly concave and F ′(B,y,0)(B) = 0, the firm’s value function

is strictly decreasing. This implies that the agent’s compensation c(W ), which solves the

first-order condition −1 = u′(c)F ′(B,y,0)(W ), is strictly positive everywhere outside of the lower

bound B. As Wt approaches the lower bound, c(W ) approaches zero and u(c(W )) becomes

29We maintain the assumption of lumpy incentives here, i.e., h′(0) = γ0 > 0.
30Similar cases have been studied in Atkeson and Lucas (1995) and Phelan (1995).
31Informally, we can think of the low-action ODE (11) as being solved to the left of B, with the solution having

c = 0, infinite drift of Wt, and zero slope, so the low-action and high-action ODE solutions paste smoothly at

B. Having infinite drift at B, the state variable Wt receives at that point a positive instantaneous shift familiar

from the instantaneous control literature, see Stokey (2008). Since the firm’s cost of shifting Wt upward is zero,

F ′(B) = 0 satisfies the smooth pasting condition of the instantaneous-control problem, which requires that the

marginal cost of shifting the state be equal to its marginal value. Instantaneous shifts of the state variable also

occur in DeMarzo and Sannikov (2006) and Zhu (2013). There, the shifts are negative, carry a unit cost to the

firm, and occur at the upper bound of the state variable, where the firm’s marginal profit equals negative one.

Here, the shifts are positive, carry no cost to the firm, and occur at the lower bound of the state variable, where

the firm’s marginal profit is zero.
32The static profit function F0 is defined in (5). Despite the singularity of u at c = 0, this solution can be

advanced out of B because F ′(B)u(c(B)) remains bounded.
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Figure 6: The case of unbounded u. Left panel: the firm’s value function. Right panel: dynamics of

the optimal contract.

unboundedly negative. In turn, drift of Wt, given in (6) as r (Wt − u(c(Wt)) + h(a(Wt))),

becomes unboundedly large, which implies that reflection of Wt off of B is fast.

Note a difference with the fast reflection obtained in Section 5. There, with smooth incentives

and weak punishment, fast reflection is due to volatility becoming small as Wt approaches B.

Here, with lumpy incentives and strong punishment, fast reflection is due to drift becoming

unbounded as Wt approaches B.

Figure 6 provides a computed example in which u(c) = −1/c, i.e., with u exhibiting constant

relative risk aversion with the relative risk aversion coefficient equal 2. In the left panel, with

the boundary condition F ′(B) = 0, the optimal solution F is horizontal at B and strictly

decreasing at all W > B. In the right panel, we see drift exploding in the neighborhood of B,

with volatility remaining positive, in contrast to Figure 5.

7.2 Strong punishment without an outside option

Let us now discuss briefly the case of strong punishment and no outside options. Since the

agent has the minimax payoff of −∞ and no outside options, the firm faces in this case no

lower bound on the agent’s continuation value in a contract.

Using the optimal contract subject to a finite lower bound B, described above, by taking the

limit as B → ∞, we obtain that the optimal profit function F (W ) with B = −∞ remains

strictly decreasing in W . Therefore, F ′(W ) < 0 at all W . As in Proposition 2, F ′(Wt) has zero

drift whenever Wt > B. Here, since B = −∞, it has zero drift at all t. Thus, the marginal cost

process −F ′(Wt) is a nonnegative local martingale. By applying the martingale convergence

theorem, we recover in this case the standard agent-immiserization characterization of the
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optimal contract: almost surely, the agent’s continuation value Wt converges to −∞.33

In sum, when strong punishment is available, termination does not occur in an optimal contract

as a response to poor performance: reflection and immiserization are the two contractual

possibilities, depending on the agent’s outside options. In the next section, we discuss the

other extreme case: strong moral hazard.

8 Extension: strong moral hazard

Strong moral hazard occurs if the agent has the ability to inflict large (unbounded) losses on the

firm. When the agent has this ability, clearly, if the firm is committed to never terminating the

agent, the minimax payoff for the firm is −∞ (does not exist). Under these extreme conditions,

the threat of termination has to be used to keep the agent from producing large losses.

To include such a case in our discussion, we can modify our model and map it into the setting

of DeMarzo and Sannikov (2006), where the agent can privately divert/steal the firm’s cash

flow. To this end, let us allow for negative values of a and assume h(a) = −λa for some

0 < λ < 1. With this assumption, the negative effort −a ≥ 0 represents the amount stolen by

the agent, and −h(a) = λa is the agent’s private gain from stealing.

As shown in DeMarzo and Sannikov (2006), if the agent can steal infinitely fast, i.e., if action−a
is not bounded above, the contract must terminate after some history with positive probability.

The argument is by contradiction. If the contract never terminates, then the agent’s optimal

strategy is to steal massive amounts forever (at = −∞, ∀t), which would create an infinite loss

to the principal.

It is worth emphasizing that termination occurs here only as an incentive device of last resort.

Termination is a part of the optimal contact when the moral hazard problem is sufficiently

strong to imply a negatively infinite payoff to the firm absent termination. If the rate at which

the agent can divert resources is bounded above, then the firm’s minimax payoff is finite and

termination may again be unnecessary in this model.34

9 Conclusion

In this paper, we examine conditions under which termination is a useful device mitigating

moral hazard. We find these conditions to be restrictive. When moral hazard is moderate,

meaning both the principal and the agent have finite minimax payoffs, termination is a part

of an optimal contract only if the agent has no outside options and incentives are lumpy.

Our conclusion that termination is generally not a useful incentive device is consistent with

empirical evidence showing that the threat of termination provides little incentives to CEOs.

33Since every nonnegative local martingale is a supermartingale, the martingale convergence theorem applies.
34See the second case in Theorem 2 in Zhu (2013).
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We cover four main cases and three additional extension cases. This leads us to describe seven

different dynamics of the optimal contract. Termination after poor performance occurs in two

extreme cases. Recurrent dynamics and immiserization occur in another two extreme cases.

In the remaining three cases that are moderate in terms of the assumptions behind them, the

optimal contract is reflective at the lower bound, with the dynamics of the reflection being

different in each case.

Our results suggest that reflection is a more robust type of boundary dynamics than termination

in moral-hazard principal-agent environments beyond the class of models studied here. For

example, if the firm can replace the agent but the post-replacement continuation profit is not

larger than F (B), our results go through without any change. We leave to future research the

analysis of optimal contract boundary dynamics in more general cases. The change-of-variable

technique we develop here to overcome the singularity of the HJB equation in the smooth

incentives case can be useful also in more general models in which the volatility of the state

variable does not remain bounded away from zero.

Appendix

A Proofs for the model with lumpy incentives

Similar to Sannikov (2008), we can express the high-action ODE as

F ′′(W ) = −max
a∈A

a+ F ′h(a)− F + maxc {F ′(W − u(c))− c}
rσ2h′(a)2/2︸ ︷︷ ︸
Ha(W,F,F ′)

. (19)

Lemma 1 in Sannikov (2008) shows that at each (W,F, F ′) a unique solution to the ODE (19)

exists and is continuous in the initial conditions. Moreover, if the solution curve F (W ) is

strictly concave at one point, it is strictly concave everywhere.

The following lemma partially orders the solutions to (19).35

Lemma A.1 Consider two solutions F and F̃ to the high-action ODE that satisfy F (W ) ≤
F̃ (W ) and F ′(W ) ≤ F̃ ′(W ). If at least one of these inequalities is strict, then

F ′(W̃ ) < F̃ ′(W̃ ), ∀W̃ > W. (20)

Proof This proof modifies the proof of Lemma 2 in Sannikov (2008). First, we show (20) in

a small neighborhood of W . This holds trivially if F ′(W ) < F̃ ′(W ). If F ′(W ) = F̃ ′(W ) and

35This lemma generalizes Lemma 2 in Sannikov (2008) by including the comparison between F and F̃ such

that F ′(W ) = F̃ ′(W ) and F (W ) < F̃ (W ).
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F (W ) < F̃ (W ), then

F ′′(W ) ≤ −Hã(W,F (W ), F ′(W )) < −Hã(W, F̃ (W ), F̃ ′(W )) = F̃ ′′(W ),

where ã attains F̃ ′′(W ) in (19). It follows from F ′(W ) = F̃ ′(W ) and F ′′(W ) < F̃ ′′(W ) that

(20) holds in a small neighborhood of W .

Second, we show (20) for all W̃ > W by contradiction. Suppose (20) does not hold, then

there exists a smallest Ŵ > W at which F ′(Ŵ ) = F̃ ′(Ŵ ). Since F ′(W̃ ) < F̃ ′(W̃ ) for all

W̃ ∈ (W, Ŵ ), we have F (Ŵ ) < F̃ (Ŵ ) and again

F ′′(Ŵ ) ≤ −Hã(Ŵ , F (Ŵ ), F ′(Ŵ )) < −Hã(Ŵ , F̃ (Ŵ ), F̃ ′(Ŵ )) = F̃ ′′(Ŵ ),

where ã attains F̃ ′′(Ŵ ). It follows that F ′(Ŵ − ε) > F̃ ′(Ŵ − ε) for all sufficiently small ε > 0,

a contradiction.

Proof of Lemma 1

First, we show that, for each B > 0, the solution curve F(B,0,0)(W ) is strictly concave. By

Lemma 1 in Sannikov (2008), it is sufficient to show F ′′(B,0,0)(B) < 0. Using F(B,0,0)(B) =

F ′(B,0,0)(B) = 0 in (19), we have

F ′′(B,0,0)(B) = −max
a∈A

a

rσ2h′(a)2/2
< 0.

Uniqueness: By contradiction, suppose that for some B̃ < B both F(B̃,0,0) and F(B,0,0) satisfy

conditions a) and b). Since F(B̃,0,0) is strictly concave, we have F ′
(B̃,0,0)

(B) < 0 = F ′(B,0,0)(B)

and F(B̃,0,0)(B) < 0 = F(B,0,0)(B). Lemma A.1 thus implies that F(B̃,0,0)(W ) < F(B,0,0)(W )

for all W ≥ B. Since F(B̃,0,0) is weakly above F0, we have F0(W ) ≤ F(B̃,0,0)(W ) < F(B,0,0)(W )

for all W ≥ B, i.e., the curve F(B,0,0) violates condition b), which is a contradiction.

Existence: Define

B̄ := inf{B ≥ 0 : F(B,0,0)(W ) ≥ F0(W ),∀W ∈ [B,W ∗gp]}.

The set {B ≥ 0 : F(B,0,0)(W ) ≥ F0(W ), ∀W ∈ [B,W ∗gp]} is nonempty because F(W ∗gp,0,0) is

above F0. Indeed, the domain of F(W ∗gp,0,0) is a singleton and F(W ∗gp,0,0)(W
∗
gp) = 0 > F0(W ∗gp).

Because F(B̄,0,0) satisfies condition a) of the lemma directly from the definition of the above

set, we only need to show that F(B̄,0,0) satisfies condition b) of the lemma.

If B̄ = 0, then we define Wgp = 0, as in Sannikov (2008). If B̄ > 0, then consider the sequence

{B̄ − 1
n}
∞
n=1, which converges to B̄ from the left. Since B̄ − 1

n /∈ {B ≥ 0 : F(B,0,0)(W ) ≥
F0(W ),∀W ∈ [B,W ∗gp]}, there exists some Wn ∈ [0,W ∗gp] such that F(B̄− 1

n
,0,0)(Wn) < F0(Wn).

Let Wgp be the limit of some subsequence {Wnk}∞k=1 of {Wn}∞n=1, then F(B̄,0,0)(Wgp) =

limk→∞ F(B̄− 1
nk
,0,0)(Wnk) ≤ limk→∞ F0(Wnk) = F0(Wgp). This and F(B̄,0,0)(Wgp) ≥ F0(Wgp)

from condition a) imply F(B̄,0,0)(Wgp) = F0(Wgp). We have F ′
(B̄,0,0)

(Wgp) = F ′0(Wgp) because

condition a) implies (F(B̄,0,0))
′
+(Wgp) ≥ (F0)′+(Wgp) and (F(B̄,0,0))

′
−(Wgp) ≤ (F0)′−(Wgp), where

(F )′+ and (F )′− denote the right and left derivatives of F .
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Proof of Lemma 2

The uniqueness and existence arguments follow closely the steps in the proof of Lemma 1.

Uniqueness: By contradiction, suppose that for some y1 < y2 both F(B,y1,
y1
B

) and F(B,y2,
y2
B

)

satisfy conditions a) and b). Lemma A.1 implies that F(B,y1,
y1
B

)(W ) < F(B,y2,
y2
B

)(W ) for

all W ≥ B, because F(B,y1,
y1
B

)(B) < F(B,y2,
y2
B

)(B) and F ′
(B,y1,

y1
B

)
(B) < F ′

(B,y2,
y2
B

)
(B). Since

F(B,y1,
y1
B

) is weakly above F0, we have F0(W ) ≤ F(B,y1,
y1
B

)(W ) < F(B,y2,
y2
B

)(W ) for all W ≥ B.

This contradicts condition b) for F(B,y2,
y2
B

), i.e., F0(Wgp) = F(B,y2,
y2
B

)(Wgp) at some Wgp.

Existence: Define

y := inf{x ≥ 0 : F(B,x, x
B

)(W ) ≥ F0(W ), ∀W ∈ [B,W ∗gp]}.

The above set is nonempty because for each B ∈ (0, B̄] we have F
(B,Fmax(B),

Fmax(B)
B

)
(W ) >

F0(W ),∀W ∈ [B,W ∗gp]. Indeed, strict concavity of Fmax implies F ′max(B) < Fmax(B)−Fmax(0)
B−0 =

Fmax(B)
B = F ′

(B,Fmax(B),
Fmax(B)

B
)
(B), and Fmax(W ) < F

(B,Fmax(B),
Fmax(B)

B
)
(W ), ∀W > B follows

from Lemma A.1. Because Fmax(W ) ≥ F0(W ) for all W ≤ W ∗gp, F(B,Fmax(B),
Fmax(B)

B
)
(W ) >

F0(W ) for all W ∈ [B,W ∗gp], so the set is nonempty and y < Fmax(B).

As F(B,y, y
B

) satisfies condition a) of the lemma, we only need to show that it satisfies condition

b).

If y = 0, then the definition of B̄ and the fact that F(B,0,0) satisfies condition a) imply

that B ≥ B̄. The assumption B ≤ B̄ implies then that B = B̄. The conclusion fol-

lows because Lemma 1 has shown that F(B̄,0,0) satisfies condition b). If y > 0, then con-

sider the sequence {y − 1
n}
∞
n=1, which converges to y from below. Since y − 1

n /∈ {x ≥ 0 :

F(B,x, x
B

)(W ) ≥ F0(W ), ∀W ∈ [B,W ∗gp]}, for each n there exists some Wn ∈ [B,W ∗gp] such

that F
(B,y− 1

n
,
y− 1

n
B

)
(Wn) < F0(Wn). Let Wgp be the limit of some subsequence {Wnk}∞k=1 of

{Wn}∞n=1, then F(B,y, y
B

)(Wgp) = limk→∞ F
(B,y− 1

nk
,
y− 1

nk
B

)
(Wnk) ≤ limk→∞ F0(Wnk) = F0(Wgp).

This and F(B,y, y
B

)(Wgp) ≥ F0(Wgp) from condition a) imply F(B,y, y
B

)(Wgp) = F0(Wgp). We

have F ′
(B,y, y

B
)
(Wgp) = F ′0(Wgp) because condition a) implies (F(B,y, y

B
))
′
+(Wgp) ≥ (F0)′+(Wgp)

and (F(B,y, y
B

))
′
−(Wgp) ≤ (F0)′−(Wgp).

The next auxiliary lemma confirms that a = 0 is only used when the contract is determined

by the solution to the low-action ODE. This lemma will also be useful in verification proofs.

Lemma A.2 Take B ∈ [0, B̄], and denote the solution F
(B,y∗(B),

y∗(B)
B

)
simply by F . Then

1. F is strictly concave: F ′′(W ) < 0 for all W ≥ B.

2. F satisfies

min
c≥0

F (W ) + c+ F ′(W )(u(c)−W ) ≥ 0 at all W ≥ B. (21)
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3. The optimal action a∗ is nonzero everywhere along the high-action ODE solution F .

Proof

1. By Lemma 1 in Sannikov (2008), it is sufficient to show F ′′(B) < 0. By smooth pasting

with a low-action ODE at B, we have −F (B) + maxc {F ′(B)(B − u(c))− c} = 0 and

F ′(B) ≥ 0, which imply

F ′′(B) = −max
a∈A

a+ F ′(B)h(a)

rσ2h′(a)2/2
< 0.

2. We first show that all tangent lines to F are weakly above F0, i.e., for all W ≥ B

F (W ) + F ′(W )(W̃ −W ) ≥ F0(W̃ ) ∀W̃ ≥ 0. (22)

If W̃ ≥ B, then concavity of F implies F (W ) + F ′(W )(W̃ − W ) ≥ F (W̃ ), which is

above F0(W̃ ) because F satisfies condition a) of Lemma 2. If W̃ < B, then concavity

of F implies F (W ) + F ′(W )(W̃ −W ) = F (W ) + F ′(W )(B −W ) + F ′(W )(W̃ − B) ≥
F (B)+F ′(W )(W̃ −B) ≥ F (B)+F ′(B)(W̃ −B) = F (B)+ F (B)

B (W̃ −B) = W̃
B F (B) ≥ 0,

which is above F0(W̃ ) because 0 ≥ F0. Inequality (21) follows now from (22) by changing

the variable W̃ ∈ [0,∞) to u(c) ∈ [0,∞), where −c = F0(W̃ ).

3. It follows from

−a
∗ + F ′h(a∗)− F + maxc {F ′(W − u(c))− c}

rσ2h′(a∗)2/2
= F ′′(W ) < 0

that a∗ + F ′h(a∗) > minc≥0 F + c+ F ′(u(c)−W ) ≥ 0. This implies a∗ 6= 0.

Proof of Theorem 1 (verification with lumpy incentives)

First, we show that the profit achieved by any incentive compatible contract (C,A) is at

most F
(B,y∗(B),

y∗(B)
B

)
(W0(C,A)). To simplify the notation, we will often drop the subscript in

F
(B,y∗(B),

y∗(B)
B

)
and refer to this solution simply as F . Denote the agent’s continuation value

by Wt = Wt(C,A), which follows (1). As in Sannikov (2008), it is without loss of generality to

only consider contracts such that u′(Ct) ≥ γ0 at all t, with which we have that (Ct, At) belongs

to the compact set [0, (u′)−1(γ0)] × A at all t. By Lemma 4 in Sannikov (2008), the profit is

at most F0(W0) ≤ F (W0) if W0 ≥W ∗gp. If W0 ∈ [B,W ∗gp], define

Gt := r

∫ t

0
e−rt(As − Cs)ds+ e−rtF (Wt). (23)
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By Ito’s lemma, the drift of Gt is

re−rt
(
At − Ct − F (Wt) + F ′(Wt)(Wt − u(Ct) + h(At)) + rσ2Y 2

t

F ′′(Wt)

2

)
.

Let us show that the drift of Gt is always nonpositive. If At > 0, then incentive compatibility

requires Yt = h′(At). Then the fact that F solves the high-action ODE implies that the drift

of G is nonpositive. If At = 0, then (21) and F ′′ < 0 imply that the drift of Gt is nonpositive.

It follows that Gt is a bounded supermartingale until the stopping time τ (possibly∞) defined

as the time when Wt reaches W ∗gp. At time τ , the firm’s future profit is less than or equal to

F0(W ∗gp) ≤ F (W ∗gp). Therefore, the firm’s expected profit at time 0 is less than or equal to

E
[∫ τ

0
e−rt(At − Ct)dt+ e−rτF (W ∗gp)

]
= E[Gτ ] ≤ G0 = F (W0).

Second, we show that the contract (C,A) described in the statement of the theorem achieves

profit F (W0) if W0 ∈ [B,Wgp]. Existence of a weak solution to (6) follows from Engelbert and

Peskir (2014). In particular, a solution exists despite the vanishing of the volatility of Wt at B.

Defining Gt as in (23), but now specifically for the stated contract, we have from Ito’s lemma

that the drift of Gt is

re−rt
(
At − Ct − F (Wt) + F ′(Wt)(Wt − u(Ct) + h(At)) + rσ2h′(At)

2F
′′(Wt)

2

)
if Wt > B,

and

re−rt
(
−Ct − F (Wt) + F ′(Wt)(Wt − u(Ct))

)
if Wt = B.

Given the construction of F
(B,y∗(B),

y∗(B)
B

)
, the drift of Gt is zero in both cases. It follows that

Gt is a bounded martingale until the stopping time τ̂ (possibly ∞) when Wt reaches Wgp. At

time τ̂ , the firm’s future profit is equal to F0(Wgp) = F (Wgp). Therefore, the firm’s expected

profit at time 0 is equal to

E
[∫ τ̂

0
e−rt(At − Ct)dt+ e−rτ̂F (Wgp)

]
= E[Gτ̂ ] = G0 = F (W0).

B Proofs for the model with smooth incentives

Writing the high-action ODE (19) as a system of first-order equations, we have

dF

dW
= F ′, (24)

dF ′

dW
= −max

a∈A

a+ F ′h(a)− F + maxc {F ′(W − u(c))− c}
rσ2h′(a)2/2︸ ︷︷ ︸
Ha(W,F,F ′)

. (25)
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As we discuss in Section 5.1, F ′′ must be −∞ and a must be 0 at the lower bound W =

B. The system (24)-(25) is therefore singular at W = B. We now use a change-of-variable

technique to obtain an alternative system that is equivalent to (24)-(25) and well-behaved in

the neighborhood of W = B.

Change of variable

Dependent variable S Let us denote the terms in the HJB equation (25) that do not depend

on a by S(W ). That is, we define

S(W ) := F (W )−max
c≥0
{F ′(W ) (W − u(c))− c}, (26)

and write equation (25) as

F ′′(W ) = −max
a∈A

a+ F ′(W )h(a)− S(W )
1
2rσ

2h′(a)2
. (27)

Using (9) to eliminate F from (26), or, equivalently, rearranging (27), we can express S as

S(W ) = max
a∈A
{a+ F ′(W )h(a) +

1

2
F ′′(W )rσ2h′(a)2}, (28)

which shows that S, as the difference between (9) and (10), represents the firm’s value of the

option to induce positive effort from the agent at W . Because the firm always has the option

to ask for zero effort, S(W ) is always nonnegative. Indeed, using a = 0 on the right-side of

(28), we obtain S(W ) ≥ 0 whenever F ′′(W ) is finite. As we show in the following, F ′′(W ) is

finite for all W > B. By continuity, the nonnegativity of S extends to the boundary point

B, where F ′′(B) = −∞. Consistently, the boundary condition (15) requires that S(B) must

equal 0.36

Independent variable M Now, instead of treating W as the independent variable and F

and F ′ as dependent variables, we change the independent variable to

M := −F ′,

and treat W and S as dependent variables.

The transformed system The dynamics of W and S in terms of M are as follows. From

dM/dW = −F ′′ we have
dW

dM
=
−1

F ′′
, (29)

36S(W ) also has a geometric interpretation as the minimum vertical distance between the line tangent to F

at W , T (W̃ ) := F (W ) + F ′(W )(W̃ −W ), and the curve F0(W̃ ). Indeed, denoting u(c) as W̃ in (26), we have

S(W ) = F (W )−maxW̃ {F
′(W )(W − W̃ ) + F0(W̃ )} = minW̃ {F (W ) + F ′(W )(W̃ −W )− F0(W̃ )}.
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which shows that the mapping between W and M is one-to-one as long as F remains strictly

concave. Further, using (26), we have

dS

dM
=

d

dM

(
F +MW −max

c≥0
{Mu(c)− c}

)
=

dF

dW

dW

dM
+W +M

dW

dM
− u(c(M))

= −MdW

dM
+W +M

dW

dM
− u(c(M))

= W − u(c(M)),

where c(M) = argmaxc≥0{Mu(c) − c}. To simplify the notation, we will write u(c(M)) as

U(M).37

Using the HJB equation (27) to eliminate F ′′ from (29), we get the following system:

dS

dM
= W − U(M), (30)

dW

dM
=

1

maxa∈A
a−Mh(a)−S
1
2
rσ2h′(a)2

. (31)

In the new variables (M,W (M), S(M)), the initial conditions at the lower bound B are as

follows. The lower end of the domain for M , which we will denote by M , is unknown. Since

M = −F ′(B), this value is to be determined by forward shooting. We know that M ≤ 0,

with equality only if B = B̄. Despite not knowing M , we know that W (M) = B > 0, and

S(M) = F (B)−F ′(B)B = F (B)− F (B)
B B = 0, where the first equality follows from F ′(B) ≥ 0

and the second from smooth pasting with a low-action ODE at B.

Regularity of the transformed system

The continuity of the right-hand side of (31) in (M,S) depends on whether maxa∈A
a−Mh(a)−S
1
2
rσ2h′(a)2

is equal to 0. Define ψ(M) := maxa∈A a−Mh(a).38 There are four possibilities for the value

of maxa∈A
a−Mh(a)−S
1
2
rσ2h′(a)2

:

1. If S ≤ 0, then maxa∈A
a−Mh(a)−S
1
2
rσ2h′(a)2

≥ maxa∈A
a−Mh(a)
1
2
rσ2h′(a)2

=∞.

2. If S ∈ (0, ψ(M)), then maxa∈A
a−Mh(a)−S
1
2
rσ2h′(a)2

> 0 is positive and finite.

3. If S = ψ(M), then maxa∈A
a−Mh(a)−S
1
2
rσ2h′(a)2

= 0.

37Note that U(M) = argmaxU≥0{MU+F0(U)}. Clearly, U(M) = 0 for M ≤ 0, and U(M) solves M+F ′0(U) =

0 for M > 0.
38Note that ψ(M) = Ā−Mh(Ā) if M ≤ 0, and ψ(M) = ā−Mh(ā) if M > 0, where ā satisfies 1 = Mh′(ā).
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4. If S > ψ(M), then maxa∈A
a−Mh(a)−S
1
2
rσ2h′(a)2

is negative and finite.

Although solutions to (31) may exist outside of [0, ψ(M)], when we construct an optimal

contract we only consider solutions that satisfy S ∈ [0, ψ(M)]. We do so because S < 0

implies that the requirement of a nonnegative option value of inducing effort is violated, while

S > ψ(M) implies F ′′ > 0, i.e., the solution curve is no longer concave.

Next we show that the transformed system (30)-(31) is Lipschitz-continuous at all S ∈ [0, ψ(M))

and the original system (24)-(25) is Lipschitz-continuous at S = ψ(M).

Lemma A.3 Fix a point (M̂, Ŵ , Ŝ) in the domain of the ODE system (30)-(31).

1. If Ŝ ∈ [0, ψ(M̂)), then the ODE system in (30)-(31) satisfies the Lipschitz condition in

a neighborhood of (M̂, Ŵ , Ŝ). This system violates the Lipschitz condition if Ŝ = ψ(M̂).

2. If Ŝ = ψ(M̂), then the ODE system in (24)-(25) satisfies the Lipschitz condition in a

neighborhood of (Ŵ , F̂ , F̂ ′), where F̂ = Ŝ+maxU≥0{F0(U)−M̂(Ŵ −U)} and F̂ ′ = −M̂ .

Proof

1. In this proof, we denote maxa∈A
a−Mh(a)−S

h′(a)2
by M(M,S). Pick a small ε > 0 such that

S < ψ(M) for all (M,S) ∈ [M̂ − ε, M̂ + ε]× [Ŝ − ε, Ŝ + ε]. Lipschitz continuity of (31) in

this neighborhood requires that | 1
M(M,S2) −

1
M(M,S1) | ≤ K(S1 − S2) for all 0 ≤ S1 < S2

in [Ŝ − ε, Ŝ + ε] and for some K > 0. We do not consider negative values of S1 or S2

because 1
M(M,S) = 0 for all S ≤ 0. By the envelope theorem, we have

∂

∂S

1

M(M,S)
=

1

M(M,S)2

1

h′(a∗(M,S))2
,

or, integrating over S,

1

M(M,S2)
− 1

M(M,S1)
=

∫ S2

S1

1

M(M,S)2

1

h′(a∗(M,S))2
dS, (32)

where a∗(M,S) is the maximizer in maxa∈A
a−Mh(a)−S

h′(a)2
.39 To show Lipschitz continuity

of (31), it is sufficient to show that the integrand in (32) is bounded when (M,S) ∈
[M̂ − ε, M̂ + ε]× [Ŝ − ε, Ŝ + ε]. We show it as follows. Because lima→0 h

′(a) = 0, we can

pick a small δ > 0 such that for all a ∈ (0, δ) and M ∈ [M̂ − ε, M̂ + ε],

1−Mh′(a) >
1

2
. (33)

39Following Sannikov (2008), we assume that a∗(M,S) is unique. If it is not, a generalized envelope theorem

of Milgrom and Segal (2002) can justify (32).
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First, if a∗(M,S) ≥ δ, then

1

M(M,S)2

1

h′(a∗(M,S))2
≤ 1

M(M,S)2

1

h′(δ)2

≤ 1(
maxa∈A

a−(M̂+ε)h(a)−(Ŝ+ε)
h′(a)2

)2

1

h′(δ)2
,

where the first inequality follows from a∗(M,S) ≥ δ, and the second inequality follows

from the fact that M(M,S) is decreasing in both S and M .

Second, suppose a∗(M,S) ∈ (0, δ). The first-order condition for an interior a∗ is

(1−Mh′(a∗))h′(a∗)2 − (a∗ −Mh(a∗)− S)2h′(a∗)h′′(a∗)

h′(a∗)4
= 0,

which implies

a∗ −Mh(a∗)− S =
(1−Mh′(a∗))h′(a∗)

2h′′(a∗)
>

h′(a∗)

4h′′(a∗)
,

where the inequality is from (33). Therefore, the integrand in (32) satisfies

1

M(M,S)2

1

h′(a∗)2
=

h′(a∗)2

(a∗ −Mh(a∗)− S)2
≤ h′(a∗)2(

h′(a∗)
4h′′(a∗)

)2 = 16h′′(a∗)2.

The last term, 16h′′(a∗)2, is bounded by maxa∈[0,δ] 16h′′(a)2.

2. To show that (25) satisfies the Lipschitz condition, we first show that the optimal

a∗(W,F, F ′) in Ha(W,F, F
′) is uniformly bounded away from zero whenever (W,F, F ′) is

in a neighborhood of (Ŵ , F̂ , F̂ ′). That is, maxa∈AHa(W,F, F
′) = maxa≥εHa(W,F, F

′)

for some ε > 0. It follows from Ŝ = ψ(M̂) > 0 that â∗+ F̂ ′h(â∗)− Ŝ = 0, where â∗ stands

for a∗(Ŵ , F̂ , F̂ ′) > 0. Continuity and â∗ + F̂ ′h(â∗)− Ŝ = 0 > 0 + F̂ ′h(0)− Ŝ imply that

there exists a small ε > 0 such that if (W,F, F ′) ∈ (Ŵ − ε, Ŵ + ε)× (F̂ − ε, F̂ + ε)× (F̂ ′−
ε, F̂ ′ + ε), then

â∗ + F ′h(â∗)− S
rσ2h′(â∗)2/2

>
a+ F ′h(a)− S
rσ2h′(a)2/2

, ∀a ∈ [0, ε).

This means a ∈ [0, ε) cannot be the optimal effort at (W,F, F ′) as it is dominated

by â∗. Therefore, maxa∈AHa(W,F, F
′) = maxa≥εHa(W,F, F

′) whenever (W,F, F ′) ∈
(Ŵ − ε, Ŵ + ε)× (F̂ − ε, F̂ + ε)× (F̂ ′ − ε, F̂ ′ + ε).

Second, function Ha(W,F, F
′) is differentiable in (F, F ′), with

∂Ha(W,F, F
′)

∂F
=

−1

rσ2h′(a)2/2
,

∂Ha(W,F, F
′)

∂F ′
=

W − u(c) + h(a)

rσ2h′(a)2/2
.

These derivatives are uniformly bounded over (a,W,F ′) ∈ [ε, Ā]× (Ŵ − ε, Ŵ + ε)× (F̂ ′−
ε, F̂ ′ + ε). Therefore, maxa≥εHa(W,F, F

′) is Lipschitz continuous in (F, F ′).
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The Lipschitz continuity shown in Lemma A.3 allows us to solve (30)-(31) in a neighborhood

of S = 0, and solve (24)-(25) in a neighborhood of S = ψ(M). If S ∈ (0, ψ(M)), we can solve

either (24)-(25) or (30)-(31) because they are equivalent.

The next lemma lists basic properties of solutions to (30)-(31), which will be used in proving

Lemmas 3 and 4 below.

Lemma A.4 Suppose the initial conditions are S = 0 and M ≤ 0, and suppose F (B) <

Ffb(B).

1. There exists ε > 0 such that the solution to (30)-(31) satisfies S > 0 and dW
dM > 0 for

M ∈ (M,M + ε).

2. For M ≥M+ε, the solution to (30)-(31) belongs to one of three cases: (1) S ∈ (0, ψ(M))

for all M ≥M + ε, (2) S = ψ(M) at some finite M = M̄ , and (3) S = 0 at some finite

M = M̄ . In case (1), limM→∞W (M) =∞. In case (2), limM→M̄ W (M) =∞. In case

(3), W (M̄) < U(M̄) < ∞. Thus, the function F (·) implied by the solution to (30)-(31)

is a global solution in the first two cases, but not in case (3). In case (3), the solution

curve cannot be extended to M > M̄ because dS
dM |M=M̄ < 0, which would violate S ≥ 0.

3. If S > 0 for all M > M , then F is a global solution and stays above F0.

4. If there exists a smallest Ŵ ≥ B such that F (Ŵ ) = Ffb(Ŵ ), then F ′(W ) > (Ffb)′(Ŵ )

for all W ≥ Ŵ . Moreover, case (2) in part 2 applies, which implies that S > 0 for all

W > B.

Proof

1. It follows from dS
dM |M=M = W−U(M) = B > 0 that S > 0 for M ∈ (M,M+ε) and some

small ε > 0. If S ∈ (0, ψ(M)), then maxa∈A
a−Mh(a)−S
r
2
σ2h′(a)2

is positive and finite. Therefore,

dW

dM
=

1

maxa∈A
a−Mh(a)−S
r
2
σ2h′(a)2

> 0. (34)

2. In case (1), suppose by contradiction that limM→∞W (M) < I for some finite I > 0.

Then pick a sufficiently large M̂ such that U(M) > I + 1 for all M ≥ M̂ . Then
dS
dM = W (M) − U(M) < I − (I + 1) = −1,∀M ≥ M̂ . This contradicts the assumption

that S is always positive.

In case (2), by contradiction, suppose W̄ := W (M̄) <∞. Then (25) implies F ′′(W̄ ) = 0.

We can verify that the straight line F̃ (W ) := F (W̄ ) + F ′(W̄ )(W − W̄ ) is a solution to

(24)-(25). On the other hand, the solution to (30)-(31) satisfies S < ψ(M) for M < M̄ ,
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which implies that F ′′(W ) < 0 for W < W̄ . Since F 6= F̃ , we have two solutions to (24)-

(25) at (W̄ , F (W̄ ), F ′(W̄ )), contradicting the result that (24)-(25) satisfies the Lipschitz

condition (part 2 of Lemma A.3).

In case (3), we show that dS
dM |M=M̄ = W −U(M̄) < 0. First, we show M̄ > 0. If M̄ ≤ 0,

then U(M) = 0,∀M ∈ [M, M̄ ] and

S(M̄) = S(M) +

∫ M̄

M
S′(M)dM = S(M) +

∫ M̄

M
(W (M)− U(M))dM

= 0 +

∫ M̄

M
W (M)dM > 0,

which contradicts the assumption that S = 0 at M = M̄ . Second, we show that W −
U(M̄) < 0. By contradiction, suppose W − U(M̄) ≥ 0. If W − U(M̄) > 0, then
dS
dM |M=M̄ > 0, contradicting the fact that S > 0 for M slightly below M̄ . If W −U(M̄) =

0, then

d2S

dM2
|M=M̄ =

dW

dM
|M=M̄ −

dU

dM
|M=M̄ = 0− dU

dM
|M=M̄ < 0,

where the inequality follows from M̄ > 0 shown in the first step. This again contradicts

the fact that S > 0 for M slightly below M̄ .

3. F is a global solution because case (3) in part 2 does not apply. We have F0(W ) < F (W )

because

0 < S(M) = F (W ) +MW −max
U

(F0(U) +MU)

≤ F (W ) +MW − (F0(W ) +MW ) = F (W )− F0(W ).

4. It follows from F (W ) ≤ Ffb(W ),∀W ≤ Ŵ that F ′(Ŵ ) ≥ F ′fb(Ŵ ) =: −M̂ . To show

F ′(W ) > (Ffb)′(Ŵ ), ∀W ≥ Ŵ , suppose by contradiction W̄ ∈ [Ŵ ,∞) is the smallest W

such that F ′(W ) = (Ffb)′(Ŵ ) = −M̂ . Since F is concave, F (W̄ ) + F ′(W̄ )(Ŵ − W̄ ) ≥
F (Ŵ ) = Ffb(Ŵ ), which implies

F (W̄ ) + M̂W̄ ≥ Ffb(Ŵ ) + M̂Ŵ = afb(Ŵ ) + F0(U(M̂)) + M̂(U(M̂)− h(afb(Ŵ )))

= F0(U(M̂)) + M̂U(M̂) + ψ(M̂),

or S = F (W̄ ) + M̂W̄ − F0(U(M̂)) − M̂U(M̂) ≥ ψ(M̂). The fact that W̄ is finite

contradicts case (2) in part 2. Therefore, F ′(W ) > (Ffb)′(Ŵ ),∀W ≥ Ŵ and the solution

curve with bounded −F ′ does not belong to case (1) in part 2.

To rule out case (3) in part 2, suppose by contradiction that S = 0 at some M̄ ≥ −F ′(Ŵ ).

The properties U(M̄) > W (M̄) ≥ Ŵ (shown in the proof of case (3) in part 2) and
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F ′(W ) > (Ffb)′(Ŵ ), ∀W ≥ Ŵ imply

F (W (M̄)) + F ′(W (M̄))(U(M̄)−W (M̄))

≥ Ffb(Ŵ ) + (Ffb)′(Ŵ )(W (M̄)− Ŵ ) + F ′(W (M̄))(U(M̄)−W (M̄))

> Ffb(Ŵ ) + (Ffb)′(Ŵ )(U(M̄)− Ŵ )

≥ Ffb(U(M̄)) > F0(U(M̄)),

which contradicts F (W (M̄)) + M̄(W (M̄)− U(M̄))− F0(U(M̄)) = S = 0.

We now conclude that case (2) of part 2 holds, because cases (1) and (3) have been ruled

out.

Proof of Lemma 3

Let N > 0 be the intersection between Ffb and the horizontal axis, i.e., Ffb(N) = 0. Define

U as the set of initial conditions B for which the solution F(B,0,0,−∞) crosses the upper bound

Ffb. That is:

U := {B ∈ (0, N ] : there exists Ŵ ≥ B such that F(B,0,0,−∞)(Ŵ ) = Ffb(Ŵ )}.

Define L as the set of initial conditions B for which the solution F(B,0,0,−∞) returns to S = 0:

L := {B ∈ (0, N ] : there exists W̌ > B such that F ′′(B,0,0,−∞)(W̌ ) = −∞, i.e., S = 0}.

It follows from part 4 in Lemma A.4 that U ∩ L = ∅. The rest of this proof consists of the

following six steps.

1. Both U and L are nonempty. If B = N , then F(B,0,0,−∞)(B) = 0 = Ffb(B). Therefore,

N ∈ U and U 6= ∅.

To show L 6= ∅, we show that B ∈ L when B is sufficiently small. If B = 0, then
dS
dM |M=0 = B − U(M) = B = 0, and d2S

dM2 |M=0 = dW
dM −

dU(M)
dM < 0. This implies

that S(M̂) < 0 for some small M̂ > 0. Because the ODE system (30)-(31) satisfies the

Lipschitz condition, its solution is continuous in the initial condition B. That is, S(M̂) <

0 whenever B > 0 is sufficiently small. Part 1 in Lemma A.4 and the intermediate value

theorem imply S(M) = 0 at some M > 0 whenever B > 0 is sufficiently small. Therefore,

B ∈ L.

2. Both U and L are open subsets of (0, N ].

If B ∈ U , then F(B,0,0,−∞)(W̄ ) > Ffb(W̄ ) at some W̄ > B. Denote the solution to

(30)-(31) as (W (M,B), S(M,B)) and suppose W̄ = W (M̄,B) for some M̄ . Since the
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solution to (31) is continuous in its initial conditions, (W (M̄,B), S(M̄,B)) are continu-

ous in B. Moreover, Ffb(W ) is continuous in W and F(B,0,0,−∞)(W (M̄,B)) = S(M̄,B)+

F0(U(M̄))+M̄(U(M̄)−W (M̄,B)) is continuous inB. Therefore, F(B,0,0,−∞)(W (M̄,B))−
Ffb(W (M̄,B)) is continuous in B. There exists ε > 0 such that F(B̃,0,0,−∞)(W (M̄, B̃))−
Ffb(W (M̄, B̃)) > 0 for all B̃ ∈ (B − ε, B + ε). Therefore, (B − ε, B + ε) ⊂ U .

L is an open subset of (0, N ]. If B ∈ L, then S(M) = 0 for some M > 0. Part 3

of Lemma A.4 shows that S(M̆) < 0 if M̆ is slightly above M . Since the solution to

(30)-(31) is continuous in its initial conditions, S(M̆,B) is continuous in B. There exists

ε > 0 such that S(M̆, B̃) < 0 for all B̃ ∈ (B − ε, B + ε). For each B̃ ∈ (B − ε, B + ε),

it follows from S(M̆, B̃) < 0 and S(M̃, B̃) > 0 for sufficiently small M̃ > 0 that S(·, B̃)

reaches 0. Therefore, (B − ε, B + ε) ⊂ L.

3. Because of the above properties, U∪L is not equal to the connected set (0, N ]. Therefore,

there exists B̄ ∈ (0, N ] \ (U ∪ L). Obviously, F(B̄,0,0,−∞) is below Ffb. Part 3 in Lemma

A.4 shows that F(B̄,0,0,−∞) is above F0, because S is always positive.

4. B̄ is unique. By contradiction, suppose B̄1 < B̄2 both belong to (0, N ]\ (U ∪L). Lemma

A.1 implies that F(B̄2,0,0,−∞)(W )−F(B̄1,0,0,−∞)(W ) is increasing in W . For all W > B̄2,

0 < F(B̄2,0,0,−∞)(B̄
2)− F(B̄1,0,0,−∞)(B̄

2) < F(B̄2,0,0,−∞)(W )− F(B̄1,0,0,−∞)(W )

< Ffb(W )− F0(W ) ≤ afb(W ),

where afb(W ) is the optimal effort in Ffb(W ). Taking limit W →∞, we have

0 < F(B̄2,0,0,−∞)(B̄
2)− F(B̄1,0,0,−∞)(B̄

2) ≤ lim
W→∞

afb(W ) = 0,

which is a contradiction.

5. U = (B̄,N ]. By contradiction, suppose B ∈ (B̄,N ] is in L, then F(B,0,0,−∞) reaches

S = 0 at some W̌ . Lemma A.1 implies that F(B̄,0,0,−∞)(W̌ ) < F(B,0,0,−∞)(W̌ ) and

F ′
(B̄,0,0,−∞)

(W̌ ) < F ′(B,0,0,−∞)(W̌ ) =: −M̌ . Therefore,

F(B̄,0,0,−∞)(W̌ ) + F ′(B̄,0,0,−∞)(W̌ )(U(M̌)− W̌ )

< F(B,0,0,−∞)(W̌ ) + F ′(B,0,0,−∞)(W̌ )(U(M̌)− W̌ ) = F0(U(M̌)),

where the inequality relies on U(M̌) > W̌ , which is shown in part 2 in Lemma A.4. This

contradicts the fact that F(B̄,0,0,−∞) satisfies S > 0 at all W .

6. L = (0, B̄). By contradiction, suppose B ∈ (0, B̄) is in U , then F(B,0,0,−∞)(Ŵ ) = Ffb(Ŵ )

for some Ŵ . Lemma A.1 implies that F(B̄,0,0,−∞)(Ŵ ) > F(B,0,0,−∞)(Ŵ ) = Ffb(Ŵ ), which

means that B̄ ∈ U , a contradiction.
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Proof of Lemma 4

Similar to the proof of Lemma 3, this proof proceeds in six steps. Define U as the set of initial

conditions y for which the solution F(B,y, y
B
,−∞) crosses the upper bound Ffb. That is:

U := {y ∈ [0, Ffb(B)] : there exists Ŵ ≥ B such that F(B,y, y
B
,−∞)(Ŵ ) = Ffb(Ŵ )}.

Define L as the set of initial conditions y for which the solution F(B,y, y
B
,−∞) returns to S = 0:

L := {y ∈ [0, Ffb(B)] : there exists W̌ > B such that F ′′(B,y, y
B
,−∞)(W̌ ) = −∞, i.e., S = 0}.

It follows from part 4 in Lemma A.4 that U ∩ L = ∅.

1. Both U and L are nonempty. If y = Ffb(B), then F(B,y, y
B
,−∞)(B) = Ffb(B). Therefore,

Ffb(B) ∈ U . L is nonempty because y = 0 ∈ L. Because B < B̄, the proof of Lemma 3

implies F(B,0,0,−∞) reaches S = 0.

2. Both U and L are open subsets of [0, Ffb(B)].

If y ∈ U , then F(B,y, y
B
,−∞)(W̄ ) > Ffb(W̄ ) at some W̄ > B. Denote the solution to (30)-

(31) as (W (M,y), S(M,y)) and suppose W̄ = W (M̄, y) for some M̄ . Since the solution

to (30)-(31) is continuous in its initial conditions, (W (M,y), S(M,y)) are continuous

in y. Moreover, Ffb(W ) is continuous in W and F(B,y, y
B
,−∞)(W (M̄, y)) = S(M̄, y) +

F0(U(M̄))+M̄(U(M̄)−W (M̄, y)) is continuous in y. Therefore, F(B,y, y
B
,−∞)(W (M̄, y))−

Ffb(W (M̄, y)) is continuous in y. There exists ε > 0 such that F(B,ỹ, ỹ
B
,−∞)(W (M̄, ỹ))−

Ffb(W (M̄, ỹ)) > 0 for all ỹ ∈ (y − ε, y + ε). Therefore, (y − ε, y + ε) ⊂ U .

L is an open subset of [0, Ffb(B)]. If y ∈ L, then S(M) = 0 for some M > − y
B . Step 3

in Lemma A.4 shows that S(M̆) < 0 if M̆ is slightly above M . Since the solution to (25)

is continuous in its initial conditions, S(M̆, y) is continuous in y. There exists an ε > 0

such that for all ỹ ∈ (y − ε, y + ε), S(M̆, ỹ) < 0. For each ỹ ∈ (y − ε, y + ε), S(M̆, ỹ) < 0

and S(M̃, ỹ) > 0 when M̃ is slightly above − y
B , and therefore S(·, ỹ) reaches 0. Thus,

(y − ε, y + ε) ⊂ L.

3. Because of the above properties, U ∪ L is not equal to the connected set [0, Ffb(B)].

Therefore, there exists y∗ ∈ [0, Ffb(B)] \ (U ∪ L). Obviously, F
(B,y∗, y

∗
B
,−∞)

is below Ffb.

Part 3 in Lemma A.4 shows that F
(B,y∗, y

∗
B
,−∞)

is above F0.

4. y∗ is unique. By contradiction, suppose y∗ < ỹ∗ both belong to [0, Ffb(B)] \ (U ∪ L).

Lemma A.1 implies that F
(B,ỹ∗, ỹ

∗
B
,−∞)

(W ) − F
(B,y∗, y

∗
B
,−∞)

(W ) is increasing in W . In

particular,

ỹ∗ − y∗ < F
(B,ỹ∗, ỹ

∗
B
,−∞)

(W )− F
(B,y∗, y

∗
B
,−∞)

(W ) < Ffb(W )− F0(W ) ≤ afb(W ),

where afb(W ) is the optimal effort in Ffb(W ). Taking limit W →∞, we have

ỹ∗ − y∗ ≤ lim
W→∞

afb(W ) = 0,
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which is a contradiction.

5. U = (y∗, Ffb(B)]. By contradiction, suppose y ∈ (y∗, Ffb(B)] is in L, then F(B,y, y
B
,−∞)

reaches S = 0 at some W̌ . Lemma A.1 implies that F
(B,y∗, y

∗
B
,−∞)

(W̌ ) < F(B,y, y
B
,−∞)(W̌ )

and F ′
(B,y∗, y

∗
B
,−∞)

(W̌ ) < F ′
(B,y, y

B
,−∞)

(W̌ ) =: −M̌ . Therefore,

F
(B,y∗, y

∗
B
,−∞)

(W̌ ) + F ′
(B,y∗, y

∗
B
,−∞)

(W̌ )(U(M̌)− W̌ )

< F(B,y, y
B
,−∞)(W̌ ) + F ′(B,y, y

B
,−∞)(W̌ )(U(M̌)− W̌ ) = F0(U(M̌)),

where the inequality uses U(M̌) > W̌ . This contradicts the fact that F
(B,y∗, y

∗
B
,−∞)

satisfies S > 0 at all W .

6. L = [0, y∗). By contradiction, suppose y ∈ [0, y∗) is in U , then F(B,y, y
B
,−∞)(Ŵ ) = Ffb(Ŵ )

for some Ŵ . Lemma A.1 implies that F
(B,y∗, y

∗
B
,−∞)

(Ŵ ) > F(B,y, y
B
,−∞)(Ŵ ) = Ffb(Ŵ ),

which means that y∗ ∈ U , a contradiction.

Proof of Theorem 2 (verification with smooth incentives)

First, we show that the profit achieved by any incentive compatible contract (C,A) is at most

F
(B,y∗(B),

y∗(B)
B

,−∞)
(W0(C,A)). We will refer to F

(B,y∗(B),
y∗(B)
B

,−∞)
simply as F . Let ε > 0

be a small number. Since F asymptotically approaches Ffb as W → ∞, there is a large

W̄ > W0(C,A) such that F (W̄ ) + ε ≥ Ffb(W̄ ). Define

Gt := r

∫ t

0
e−rt(As − Cs)ds+ e−rtF (Wt). (35)

By Ito’s lemma, the drift of Gt is

re−rt
(
At − Ct − F (Wt) + F ′(Wt)(Wt − u(Ct) + h(At)) + rσ2Y 2

t

F ′′(Wt)

2

)
.

Let us show the drift of Gt is always nonpositive. If At > 0, then incentive compatibility

requires Yt = h′(At). Then the fact that F solves the high-action ODE implies that the drift

of G is nonpositive. If At = 0, the same argument as in Lemma A.2 implies that (21) holds

also for F = F
(B,y∗(B),

y∗(B)
B

,−∞)
. Inequality (21) and F ′′ < 0 imply that the drift of Gt is

nonpositive also when At = 0.

Let τ := inf{t ≥ 0 : Wt = W̄} and τk := inf{t ≥ 0 : |Gt| ≥ k}. The process {Gt∧τ∧τk}t≥0 is

bounded and has nonpositive drift, hence it is a supermartingale. This implies E[Gτ∧τk ] ≤ G0,

i.e.,

E
[
r

∫ τ∧τk

0
e−rt(At − Ct)dt+ e−r(τ∧τk)F (Wτ∧τk)

]
≤ G0 = F (W0).
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Because At ∈ [0, Ā], Wτ∧τk ∈ [0, W̄ ], and
∫ τ∧τk

0 e−rt(−Ct)dt monotonically converges to∫ τ
0 e
−rt(−Ct)dt as k →∞, the monotonic convergence theorem implies

E
[
r

∫ τ

0
e−rt(At − Ct)dt+ e−rτF (Wτ )

]
= E

[
lim
k→∞

(
r

∫ τ∧τk

0
e−rt(At − Ct)dt+ e−r(τ∧τk)F (Wτ∧τk)

)]
= lim

k→∞
E
[
r

∫ τ∧τk

0
e−rt(At − Ct)dt+ e−r(τ∧τk)F (Wτ∧τk)

]
≤ F (W0).

At time τ , Wτ = W̄ and the firm’s future profit is less than or equal to Ffb(W̄ ) ≤ F (W̄ ) + ε.

Therefore, the firm’s expected profit at time 0 is less than or equal to

E
[
r

∫ τ

0
e−rt(At − Ct)dt+ e−rτFfb(W̄ )

]
≤ E

[
r

∫ τ

0
e−rt(At − Ct)dt+ e−rτ (F (W̄ ) + ε)

]
≤ F (W0) + ε.

Since ε is arbitrary, we conclude that the firm’s expected profit at time 0 is less than or equal

to F (W0).

Second, we show that the contract (C,A) described in the statement of the theorem achieves

profit F (W0) if W0 ∈ [B,∞). Defining Gt as in (35), but now specifically for the stated

contract, we have from Ito’s lemma that the drift of Gt is

re−rt
(
At − Ct − F (Wt) + F ′(Wt)(Wt − u(Ct) + h(At)) + rσ2h′(At)

2F
′′(Wt)

2

)
if Wt > B,

and

re−rt
(
−Ct − F (Wt) + F ′(Wt)(Wt − u(Ct))

)
if Wt = B.

Given the construction of F = F
(B,y∗(B),

y∗(B)
B

,−∞)
, the drift of Gt is zero in both cases. It

follows that Gt is a local martingale. Because Gt is bounded above by Ā+ maxW F (W ), Gt is

a submartingale:

E
[
r

∫ t

0
e−rs(As − Cs)ds+ e−rtF (Wt)

]
≥ G0 = F (W0), ∀t ≥ 0,

which implies

E
[
r

∫ t

0
e−rs(As − Cs)ds

]
≥ F (W0)− e−rt max

W
F (W ). (36)

The monotonic convergence theorem and (36) imply

E
[
r

∫ ∞
0

e−rt(At − Ct)dt
]

= lim
t→∞

E
[
r

∫ t

0
e−rs(As − Cs)ds

]
≥ lim

t→∞

(
F (W0)− e−rt max

W
F (W )

)
= F (W0).

Therefore, the firm’s expected profit at time 0, E
[
r
∫∞

0 e−rt(At − Ct)dt
]
, is at least F (W0).
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Proof of Proposition 1 (fast reflection)

Scale function, speed measure, and local time

Suppose Wt ∈ [B,∞) is a diffusion process:

dWt = µ(Wt)dt+ σ(Wt)dZt, (37)

where Zt is a standard Brownian motion. The following three tools for studying diffusion

processes will be used in the proof below: 1) scale function, 2) speed measure, and 3) local

time. Intuitively, the scale function s removes the drift of Wt, the speed measure m(dw) is the

inverse of the “speed” of the movement of Wt in a neighborhood of the point w ∈ [B,∞), and

local time L(t, w) is proportional to the amount of time the process spends at w up to t. More

specifically:

1. The scale function s is defined by

s(w) :=

∫ w

D
e−B(y)dy, (38)

where B(y) :=

∫ y

D
2σ−2(z)µ(z)dz, (39)

andD ∈ (B,∞) is a constant.40 The scale function is increasing and s(Wt) is a martingale

in the interior of [B,∞).

2. In the interior of [B,∞), the speed measure m satisfies m((y, z)) =
∫ z
y fm(w)dw, ∀z >

y > B, where the density fm is defined by

fm(w) := 2σ−2(w)eB(w), ∀w > B.

On the boundary, m({B}) satisfies(
1

2
σ2(B)g′′(B) + µ(B)g′(B)

)
m({B}) = lim

w↓B

g′(w)

s′(w)
, (40)

where g is any bounded and smooth function. In the proof below, we will use (40) to

show that m({B}) = 0 when Wt is the agent’s continuation utility process under the

optimal contract. The speed measure m is a stationary (or invariant) measure of Wt,

i.e., if the distribution of W0 is m, then the distribution of Wt is still m for all t > 0.

However, m is not necessarily a probability measure and m([B,∞)) may be infinity.

40Although s(x) and B defined in (38)-(39) depend on a constant D, the choice of D is inessential here: it

affects eB, s, and m either additively or multiplicatively, but does not change their key properties. In particular,

whether s(w) remains finite at all w does not depend on the choice of D.
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3. Local time L(t, w) is a family of random variables indexed by t ≥ 0 and w ∈ [B,∞), and

is proportional to the amount of time the process {Ws : s ≥ 0} spends at w up to t.41

One property of local time that we will use in the proof below is that for each subset

D ⊆ [B,∞), ∫ t

0
1D(Ws)ds =

∫
D
L(t, w)m(dw), almost surely. (41)

This property shows that local time L connects the amount of time the process Wt spends

in D,
∫ t

0 1D(Ws)ds, to the speed measure of Wt, m.

For more details, see pages 342-348 in Karatzas and Shreve (1991), pages 117 and 135 in Ito

and McKean (1996), pages 17 and 21 in Borodin and Salminen (2002), and the references

therein.

Formal proof

In this proof, we show that the agent’s continuation utility process under the optimal contract,

Wt, reaches the boundary B but spends zero total time there. Recall that Wt is a diffusion, as

in (37), with drift and volatility functions

µ(W ) = r (W − u(c(W )) + h(a(W ))) , (42)

σ(W ) = rσY (W ), (43)

where c(·), a(·), and Y (·) are policy functions attaining the solution F in the HJB equation

(19).

We start by calculating drift and volatility of the associated diffusion Mt = −F ′(Wt). Because

F is strictly concave, Mt is a strictly increasing function of Wt. We will denote the lower bound

of Mt, −F ′(B), by M .

Lemma A.5 Let F (W ) be the optimal solution to the high-action ODE (19). Whenever

Wt > B, the process Mt = −F ′(Wt) has drift zero and volatility −F ′′(Wt)h
′(a(Wt))rσ.

Proof By Ito’s lemma, the drift of −F ′(Wt) can be calculated as −F ′′(Wt)r(Wt − u(Ct) +

h(At))− F ′′′(Wt)
2 (h′(At)rσ)2, and the volatility as −F ′′(Wt)h

′(At)rσ. Following equation (12)

in Sannikov (2008), differentiation of the high-action ODE with respect to W yields

F ′′(Wt)r(Wt − u(Ct) + h(At)) +
F ′′′(Wt)

2
(h′(At)rσ)2 = 0, (44)

which shows that the drift of Mt is zero everywhere above M = −F ′(B).

To prove Proposition 1, we proceed in three steps. In the first step, we show that Wt reaches B

in finite time with positive probability. To show this, it is sufficient to show that Mt = −F ′(Wt)

41For a formal definition of local time, see, e.g., Borodin and Salminen (2002) or Karatzas and Shreve (1991).
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reaches the lower bound M = −F ′(B) in finite time with positive probability. We pick z > M0

and use the speed measure to show that Mt exits the interval (M, z) in finite time almost

surely. Then we show that conditional on exiting, the probability of hitting M is positive. In

proving these results, we rely on the property that the speed measure of Mt is bounded, which

we show in Lemma A.6. In the second step, we show that the speed measure of Wt has zero

mass at B. In the third step, the conclusion follows from (41).

First step. Pick z > M0 and let TM,z = inf{t ≥ 0;Mt = M or Mt = z}. For x ∈ (M, z), define

M(x) :=

∫ z

B
G(x, y)m(dy),

where m is the speed measure of Mt and G(x, y) := (x∧y−M)(z−x∨y)
z−M is known as the Green’s

function.42 The integral defining M(x) is finite-valued because, by Lemma A.6, m is bounded.

Using the same arguments as on page 344 of Karatzas and Shreve (1991), we replicate their

equations (5.59) and (5.61), which are

E[TM,z] = M(M0) <∞, (5.59)

P [MTM,z
= M ] =

z −M0

z −M
. (5.61)

Equation (5.59) implies TM,z <∞ almost surely. Moreover, z−M0
z−M in (5.61) is strictly positive

because z > M0.

Second step. We show that the speed measure of Wt satisfies m({B}) = 0. We start by

calculating the scale function for Wt. With drift and volatility functions µ(w) and σ(w) given

in (42) and (43), it follows from (44) that 2σ−2(w)µ(w) = F ′′′(w)
−F ′′(w) . Using this in (39), we

obtain

B(y) =

∫ y

D
2σ−2(w)µ(w)dw =

∫ y

D

F ′′′(w)

−F ′′(w)
dw = log(−F ′′(D))− log(−F ′′(y)).

Substituting to (38) gives us s(w) = F ′(D)−F ′(w)
−F ′′(D) .

We now can show that the speed measure of Wt satisfies m({B}) = 0. For any bounded and

smooth function g we have

1

2
(rσh′(a(B)))2g′′(B) + r(B − u(c(B)) + h(a(B)))g′(B) = rBg′(B),

because a(B) = c(B) = 0. Then (40) implies

m({B}) =
limw↓B

g′(w)
s′(w)

rBg′(B)
= 0,

where the last equality follows from s′(w) =
(
F ′(D)−F ′(w)
−F ′′(D)

)′
= F ′′(w)

F ′′(D) , F ′′(B) = −∞, and finite

g′(B).

42See page 343 in Karatzas and Shreve (1991).
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Third step. Choosing D = {B} in (41), we have
∫ t

0 1{B}(Ws)ds = L(t, B)m({B}). It follows

from m({B}) = 0 that
∫ t

0 1{B}(Ws)ds = L(t, B)m({B}) = 0 a.s., that is, the (Lebesgue)

measure of time that the process Wt spends at B is zero almost surely.

The next two auxiliary lemmas are used in the proof of Proposition 1.

Lemma A.6 The speed measure of Mt = −F ′(Wt) under an optimal contract, m, satisfies

m((M, z)) <∞ for any z ∈ (M,∞).

Proof By Lemma A.5, the drift ofMt is zero at allM > M , and its volatility is−F ′′(Wt)rσh
′(a(Wt)).

The speed measure’s density function fm satisfies

fm(M) =
2

(F ′′(W )rσh′(a(W )))2
,

where W solves M = −F ′(W ). Lemma A.7 shows that limM↓M fm(M) < ∞, which further

implies

lim
M↓M

m((M, z)) = lim
M↓M

∫ z

M
fm(y)dy <∞.

Lemma A.7 Under Assumption 1, limM↓M −F ′′(W (M))h′(a(M)) = 1
rσ2h′′(0)

> 0.

Proof First, we show

lim
M↓M

da

dM
= 2B > 0. (45)

The first-order condition with respect to a taken in equation (31) is

h′(a)−Mh′(a)2 + 2(S − a+Mh(a))h′′(a) = 0. (46)

The sufficiency of this first-order condition is shown in equation (48) in Lemma A.8. Using

(30), we now totally differentiate (46) with respect to M

0 = h′′(a)
da

dM
− h′(a)2 −M2h′(a)h′′(a)

da

dM
+ 2 (S − a+Mh(a))h′′′(a)

da

dM

+2

(
W − u(c(M))− da

dM
+ h(a) +Mh′(a)

da

dM

)
h′′(a)

= −h′′(a)
da

dM
− h′(a)2 + 2 (S − a+Mh(a))h′′′(a)

da

dM
+ 2 (W − u(c(M)) + h(a))h′′(a).

Solving for da
dM , we get

da

dM
=

2 (W − u(c(M)) + h(a))h′′(a)− h′(a)2

h′′(a)− 2(S − a+Mh(a))h′′′(a)
,
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which converges to 2(B−u(0)+h(0))h′′(0)−0
h′′(0)−0 = 2B as M converges to M = −F ′(B).

Now, we can calculate the desired limit. Equation (27) implies

−F ′′(W )h′(a) =
a+ F ′(W )a− S

1
2rσ

2h′(a)
=

2

rσ2

a−Mh(a)− S
h′(a)

.

Using L’Hôpital’s rule and (45), we have

lim
M↓M

−F ′′(W (M))h′(a(M)) =
2

rσ2
lim
M↓M

a−Mh(a)− S
h′(a)

=
2

rσ2
lim
M↓M

da
dM − h(a)−Mh′(a) da

dM − (W − u(c(M)))

h′′(a) da
dM

=
2

rσ2

2B − 0 + F ′(B)0(2B)− (B − u(0))

h′′(0)2B
=

1

rσ2h′′(0)
.

The last of the auxiliary lemmas justifies the first-order condition (46) used in Lemma A.7.

Lemma A.8 Pick δ > 0 such that −2h(a)h′′′(a) < 1
maxM∈[M,M+1] |M |

h′′(0)
4 , 2S(M)h′′′(a) <

h′′(0)
4 , and −h′′(a)−2ah′′′(a) < −3

4h
′′(0) for all (a,M) ∈ [0, δ]×(M,M+δ], where M = −F ′(B).

There exists ε ∈ (0, δ) such that for all M ∈ (M,M + ε], maxa∈A
a−Mh(a)−S(M)

r
2
σ2h′(a)2

: 1) achieves

its maximum in (0, δ), and 2) the maximizer is unique, interior, and given by the first-order

condition.

Proof It follows from limM↓M maxa∈A
a−Mh(a)−S(M)

r
2
σ2h′(a)2

= limM↓M (−F ′′(W )) = ∞ and the

finiteness of max(a,M)∈[δ,Ā]×[M,M+1]
a−Mh(a)−S(M)

r
2
σ2h′(a)2

that there exists ε ∈ (0, δ) such that for all

M ∈ (M,M + ε],

max
a∈A

a−Mh(a)− S(M)
r
2σ

2h′(a)2
> max

(a,M)∈[δ,Ā]×[M,M+1]

a−Mh(a)− S(M)
r
2σ

2h′(a)2
. (47)

The first conclusion of the lemma follows because (47) implies that if M ∈ (M,M + ε], then
a−Mh(a)−S(M)

r
2
σ2h′(a)2

cannot achieve a maximum in a ∈ [δ, Ā].

For the second conclusion, we show that the maximizer is interior and unique. The derivative

of a−Mh(a)−S(M)
h′(a)2

with respect to a is

(1−Mh′(a))h′(a)2 − (a−Mh(a)− S(M))2h′(a)h′′(a)

h′(a)4

=
(1−Mh′(a))h′(a)− (a−Mh(a)− S(M))2h′′(a)

h′(a)3
.

Because ((1−Mh′(a))h′(a)− (a−Mh(a)− S(M))2h′′(a)) |a=0 = S(M)2h′′(0) > 0 for all

M ∈ (M,M + ε], the above derivative is positive at a = 0 and hence the optimal a is in
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(0, δ). To show uniqueness of the maximizer, it is sufficient to show that the first-order condi-

tion for a,

(1−Mh′(a))h′(a)− (a−Mh(a)− S(M))2h′′(a) = 0, (48)

has a unique solution. We verify that (1−Mh′(a))h′(a)−(a−Mh(a)−S(M))2h′′(a) is strictly

decreasing in a by showing its derivative is negative.

∂

∂a

(
(1−Mh′(a))h′(a)− (a−Mh(a)− S(M))2h′′(a)

)
= (1−Mh′(a))h′′(a)−Mh′′(a)h′(a)− (a−Mh(a)− S(M))2h′′′(a)− (1−Mh′(a))2h′′(a)

= −h′′(a)− 2ah′′′(a)− 2Mh(a)h′′′(a) + 2S(M)h′′′(a)

< −3

4
h′′(0) +

1

4
h′′(0) +

1

4
h′′(0) = −1

4
h′′(0) < 0,

where the first inequality follows from the definition of δ.

Proof of Proposition 2

In this proof we want to study the dynamics ofMt = −F ′(Wt) by using the drift and volatility of

Wt. However, we cannot apply Ito’s lemma directly to the function F ′(·) because F ′′(B) = −∞.

In the following, we use the mapping from Mt to Wt to avoid this singularity problem. Define

then Wt = W (Mt), where W (M) is the solution to (31), the same as in the change-of-variable

procedure used earlier.

First, we show that both W ′(M) and W ′′(M) exist and are finitely valued. For M ≥ M ,

W ′(M) =
1
2
rσ2

M(M,S) = −1
F ′′(W ) < ∞, where, as before, M(M,S) denotes maxa∈A

a−Mh(a)−S
h′(a)2

. In

particular, W ′(M) = 0. If M > M , then

∣∣W ′′(M)
∣∣ =

1
2rσ

2

M(M,S)2

|h(a∗(M,S)) + (W − U(M))|
h′(a∗(M,S))2

<∞,

where the inequality follows from a∗(M,S) > 0 and M(M,S) > 0. At M , we have

W ′′(M) = lim
M↓M

W ′(M)−W ′(M)

M −M
= lim

M↓M
W ′′(M)

= lim
M↓M

1
2rσ

2

M(M,S)2

h(a∗(M,S)) + (W − U(M))

h′(a∗(M,S))2

= lim
M↓M

1
1
2rσ

2F ′′(W )2

h(a∗(M,S)) + (W − U(M))

h′(a∗(M,S))2

= 2Brσ2(h′′(0))2,

where the second equality follows the L’Hospital’s rule, and the last equality follows from

Lemma A.7
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Second, we write the law of motion of Mt as dMt = dVt+σ(Mt)dZt, where dVt is the drift term

with Vt being the difference of continuous, nondecreasing, adapted processes. We write drift

as dVt instead of the usual b(Mt)dt because we want to allow for infinite drift (i.e., dVt
dt =∞).

Third, we derive the law of motion of W (Mt). With bounded first and second derivatives of

W , we now can use Ito’s lemma. We have

W (Mt) = W (M0) +

∫ t

0
W ′(Ms)σ(Ms)dZs +

∫ t

0
W ′(Ms)dVs +

1

2

∫ t

0
W ′′(Ms)σ

2(Ms)ds. (49)

The term
∫ t

0 W
′(Ms)dVs is equal to 0 because dVs = 0 when Ms > M (shown in Lemma A.5),

and W ′(Ms) = −1
F ′′(B) = 0 when Ms = M . Therefore, we can rewrite (49) as

dWt = dW (Mt) = W ′(Mt)σ(Mt)dZt +
1

2
W ′′(Mt)σ

2(Mt)dt.

Fourth, we show σ(M) > 0, i.e., the volatility term for Mt does not vanish at Mt = M . Since

the drift of Wt is also equal to r(Wt − u(Ct) + h(At)), we have

1

2
W ′′(Mt)σ

2(Mt) = r(Wt − u(Ct) + h(At)).

Setting Mt = M in the above yields 1
2W

′′(M)σ2(M) = r(B−u(0)+h(0)) = rB, which implies

σ(M) =

√
rB

1
2W

′′(M)
=

√
rB

1
22Brσ2(h′′(0))2

=
1

σh′′(0)
> 0.

Finally, to maintain Mt ≥M for all t, dVt has to be sufficiently large to counter the volatility

σ(Mt)dZt at Mt = M . Since the volatility shocks σ(Mt)dZt are of magnitude
√
dt, a finite

drift at M , of magnitude dt, cannot ensure Mt ≥M for all t. Thus, Vt must be monotonically

increasing whenever Mt = M , which we can intuitively describe as dVt
dt = ∞, i.e., the drift of

Mt is infinite when Mt = M .

Proof of Lemma 5

Let W ∗ > 0 be a small number such that h′(a) < 2h′′(0)a for all a ≤ W ∗√
2rσ2h′′(0)2

. Consider

the following function defined on [0,W ∗]

F̃ (W ):=

(
F (W ∗)

W ∗
+

log(W ∗)− log(W )√
8rσ2h′′(0)2

)
W, ∀W ∈ [0,W ∗].
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It is easy to verify that F̃ (0) = 0 = F (0) and F̃ (W ∗) = F (W ∗). Moreover, we have

max
a,c
{a− c+ F̃ ′(W )(W − u(c) + h(a)) +

F̃ ′′(W )

2
rσ2(h′(a))2}

≥ max
a
{a+ F̃ ′(W )W +

F̃ ′′(W )

2
rσ2(h′(a))2}

=

(
F (W ∗)

W ∗
+

log(W ∗)− log(W )− 1√
8rσ2h′′(0)2

)
W + max

a
a− 1

2
√

8rσ2h′(0)2W
rσ2(h′(a))2

≥

(
F (W ∗)

W ∗
+

log(W ∗)− log(W )− 1√
8rσ2h′′(0)2

)
W + max

a∈
[
0, W∗√

2rσ2h′′(0)2

] a− 1

2
√

8rσ2h′(0)2W
rσ2(2h′′(0)a)2

=

(
F (W ∗)

W ∗
+

log(W ∗)− log(W )− 1√
8rσ2h′′(0)2

)
W + max

a∈
[
0, W∗√

2rσ2h′′(0)2

] a−
√
rσ2h′′(0)2

√
2W

a2

=

(
F (W ∗)

W ∗
+

log(W ∗)− log(W )− 1√
8rσ2h′′(0)2

)
W +

1√
8rσ2h′′(0)2

W

= F̃ (W ),

i.e., F̃ (W ) satisfies the HJB as an inequality:

F̃ (W ) ≤ max
a,c
{a− c+ F̃ ′(W )(W − u(c) + h(a)) +

F̃ ′′(W )

2
rσ2(h′(a))2}.

Therefore, F (W ) ≥ F̃ (W ),∀W ∈ [0,W ∗] because the principal can obtain a profit of at least

F̃ (W ) by implementing the policy functions implied by the HJB for F̃ . It then follows from

F̃ ′(0) =∞ that F ′(0) =∞.

Proof of Proposition 3

This proof follows from Proposition 5.22 on page 345 of Karatzas and Shreve (1991). In

particular, we will show that case (a) of this proposition applies to the marginal cost process

Mt = −F ′(Wt). Proposition 5.22 in Karatzas and Shreve (1991) applies to a one-dimensional

diffusion process with support (l, r), drift function µ, volatility function σ, and scale function

s.43 To apply this proposition to the process Mt, we need to determine its support and scale

function. By Lemma 5, we have l = −∞. By equation (18), we have r = ∞. The scale

function of the process Mt, from definition (38)–(39), is

s(M) :=

∫ M

D
exp

{
−2

∫ y

D

µ(z)

σ2(z)
dz

}
dy =

∫ M

D
1dy = M −D,

43Karatzas and Shreve (1991) use b for drift and p for the scale function.
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where D is a constant, and where the first equality uses the fact that, by Lemma A.5, the drift

of Mt, µ(Mt), is zero. Case (a) of Proposition 5.22 applies because

s(l) := lim
M↓l

s(M) = lim
M↓−∞

M −D = −∞,

s(r) := lim
M↑r

s(M) = lim
M↑∞

M −D =∞.

According to case (a) of Proposition 5.22, Mt does not reach ±∞ in finite time, and is recurrent.

This implies that Wt does not reach 0 or ∞ in finite time and is recurrent, too.
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